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Abstract

Mobile robots rely on many sensors including the Global Positioning

System (GPS) for navigation. It is important to consider the particu-

lars of the application when determining how best to incorporate GPS

observables into a state estimation pipeline. In this thesis, we show how

GPS can be fit into a relative navigation paradigm. We begin by devel-

oping a single-receiver GPS odometry pipeline that achieves a relative

drift rate of 0.6%. We then combine GPS with visual localization and

obtain few-centimetre-level path-tracking accuracy on a joint indoor-

outdoor route with large appearance change. Finally, we implement

GPS odometry as an alternative to visual odometry (VO) in Visual

Teach & Repeat 3 providing robust navigation in the case of sensor

failure. Our methods were validated through both offline evaluations

on datasets we collected and live closed-loop robot experiments.
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Chapter 1

Introduction

1.1 Motivation

When the Global Positioning System (GPS) project was first proposed

in the 1970s, it promised an alluring future: accurate, absolute posi-

tioning solutions almost anywhere on Earth with a relatively low-cost

receiver [1]. There are extensive technical challenges involved in send-

ing a signal from a power-constrained satellite, then accurately timing

its arrival after it has propagated thousands of kilometres through a

transient atmosphere at the speed of light. It is a wonder the system

works at all, let alone that it achieves accuracy on the order of a metre

using the standard positioning technique [2]. However, many appli-

cations, including those in robotics, require better performance. This

gave rise to more advanced techniques addressing the varied sources of

GPS measurement error. Differential GPS (DGPS), for instance, uses a

second, stationary receiver to cancel out errors on the moving receiver.

In this thesis, we explore how variations of advanced GPS techniques

can be used to improve robotic navigation systems. Specifically, we

show why relaxing the constraint on absolute accuracy in favour of

relative accuracy can be advantageous. The benefits pertain not only

to the computational efficiency of our algorithms but also to the quality
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CHAPTER 1. INTRODUCTION 2

of our state estimates. They can be found both when GPS serves as the

primary sensor, as in Chapter 3, and when used in combination with

other sensors, as in Chapters 4 and 5.

As low-cost GPS receivers become standard, effectively utilizing the

measurements from a single receiver becomes important even for mo-

bile robots that primarily rely on rich sensors such as cameras or lidar.

Visual path-following robots, for example, require an efficient localiza-

tion method when visual localization fails due to outdoor appearance

change. Robots unable to localize could drive longer distances via dead-

reckoning provided they have good odometry estimates. A self-driving

vehicle relying on camera images needs a method to safely pull to the

side of the road should that camera be blocked by stray debris. All of

these use cases can be addressed by considering GPS in the context of

relative navigation.

1.2 Contributions

The primary novel contributions of this work are the following:

� A practical time-differenced carrier phase (TDCP) algorithm pro-

viding accurate state estimates with a single receiver for use on a

nonholonomic robot.

� The first direct comparison of TDCP odometry with VO.

� A method to robustly fuse vision and GPS for localization in a

path-following system that does not rely on an absolute coordinate

frame, thereby retaining the advantages of a relative map.

� The addition of GPS odometry as an alternative to VO to improve

the robustness of a highly successful relative navigation pipeline.
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1.3 Thesis Overview

The rest of this work is organized as follows. Chapter 2 highlights

relevant related work to put the chapters that follow in context and

provides references for a more detailed treatment of the theoretical

groundwork on which this thesis builds. In Chapter 3, we show how

comparing GPS observables over a short timespan can mitigate er-

rors and lead to accurate odometry when combined with other robotics

techniques. Chapter 4 describes how GPS and visual localization may

be smoothly fused to provide robust path-following in diverse environ-

ments. Then, in Chapter 5, we detail how the techniques from Chap-

ter 5 have been extended for use in the latest version of Visual Teach

and Repeat (VT&R). Finally, we summarize our findings and speculate

on directions for future work in Chapter 6.



Chapter 2

Background

In this chapter, we summarize pertinent information to provide back-

ground for the following chapters. We also highlight relevant literature

to put our contributions in context, and that the interested reader may

look to for reference. There are no novel contributions in this chapter.

2.1 Primer on GPS

Single-frequency GPS receivers are now ubiquitous, coming standard in

almost every smartphone. First operational in 1983 [1], GPS allows an

absolute positioning solution to be calculated anywhere on Earth with

a clear view of the sky. Since then, other Global Navigation Satellite

System (GNSS) constellations such as GLONASS, Galileo, and BeiDou

have come online and may be used independently or in combination

with GPS. Note: we will primarily use the term GPS in this work as is

common in other publications. However, the majority of the time our

statements will generalize to other GNSS constellations.

The main component of the GPS system, the space segment, consists

of 31 satellites each in approximately circular orbit around Earth. Each

satellite sends a radio signal that may be measured by any receiver on

Earth within its line of sight. By comparing the signal’s time of arrival

4



CHAPTER 2. BACKGROUND 5

to its known time of transmission, the receiver can calculate a time of

flight. Multiplying this duration by the speed of light provides a range.

The range constrains the receiver position to a sphere centered around

the satellite; with three of these constraints, the three-dimensional re-

ceiver position can be determined. In practice, the receiver clock bias

significantly affects the measured time of flight so the clock bias must

be estimated leading to a minimum of four satellites required. Because

of this bias, the distance calculated based on the measured time of

flight is referred to as a pseudorange and the technique is described as

pseudorange positioning.

GPS positioning techniques assume knowledge of the satellite posi-

tion at the transmission time. To achieve this, each satellite relays its

ephemeris data (position and velocity as a function of time in a fixed,

Earth-centered coordinate frame) in the form of parameters for an or-

bital model. The GPS signal itself is a radio wave transmitted at a fixed

frequency (1575 MHz for GPS’s L1 signal) called the carrier phase and

modulated twice to embed information. The higher frequency modula-

tion is done with a pseudorandom noise (PRN) sequence (also known

as a Gold code) unique to each satellite to allow separation of signals

from different satellites, while the lower frequency modulation embeds

the digital navigation data itself.

Several sources of error affect the GPS signal on its way to the

receiver, which limits the accuracy of the standard pseudorange po-

sitioning technique. Some of these are touched on in more detail in

Section 3.2.2. More advanced techniques have been developed to use

additional information to increase positioning accuracy. Satellite-based

augmentation systems (SBAS) use separate satellites in geostationary

orbit to relay information from dedicated ground stations. This data

includes corrections that may be applied to the measurements as well
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as details on the integrity of the navigation satellites. DGPS involves

configuring a second GPS receiver at a nearby base station with known

coordinates. Because errors affecting the GPS signal are spatially and

temporally correlated, an improved absolute position of the user’s re-

ceiver can be gained by subtracting off the position error calculated

by the stationary receiver. Real-time kinematic (RTK) positioning

takes this strategy a step further by applying corrections at the raw

observable level, utilizing both the pseudorange and the carrier phase

measurements. While the phase of the GPS signal waveform can be

measured quite accurately and precisely by the receiver, an unknown

number of full wavelengths, known as the integer ambiguity, prevents

directly converting that phase to a range. By comparing measurements

from the two receivers over time, RTK can resolve this ambiguity for

each observed satellite.

Time-differenced carrier phase (TDCP) is a similar advanced tech-

nique, though using only a single receiver. The idea of comparing car-

rier phase measurements from the same receiver at different times was

first proposed by Ulmer et al. [3] but has received comparatively little

attention in the robotics community. It was first developed for static

geomatic surveying [3], [4], [5] but can be extended to full trajectories.

When a receiver is in phase lock with a satellite, the ambiguity affecting

carrier phase measurements is time-invariant. Within this period, dif-

ferencing two phase measurements will cancel the ambiguity and avoid

the need to resolve it. Therefore, better accuracy can be achieved in

estimating the relative receiver displacement between the two times,

though the absolute positioning error remains high [4]. TDCP has

been used in applications as wide-ranging as vehicle convoying [6], [7]

and bird-flight trajectory reconstruction [8]. Success has been shown

in combining TDCP with inertial navigation systems (INS) [9], [10].
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However, it has not previously been used on vision-based robots or in-

tegrated with other key robotics techniques such as motion models or

robust cost functions to form a complete odometry solution. In Chap-

ter 3, we show how TDCP can be used to generate highly accurate

estimates of relative robot motion. For further details on GPS oper-

ation please see the main references used in this section: Kaplan and

Hegarty [2] and Seeber [1].

2.2 Visual-GPS State Estimation

Visual odometry is the problem of estimating camera motion from a se-

quence of images in real-time. The first implementation was developed

by Moravec [11] for a Mars rover. Since then it has evolved to become

a standard component of mobile robotic navigation serving, for exam-

ple, as an essential component of visual simultaneous localization and

mapping (SLAM). It may be used alone for dead-reckoning or fused

with data from other sensors such as lidar, inertial navigation systems,

or wheel odometry. The basic pipeline involves detecting features in

an image and tracking them in the image sequence before using the

geometry of those features to estimate viewpoint motion [12]. There

are many variations with algorithms available using both monocular

and stereo cameras and using both sparse features and dense corre-

spondences [13]. Recently, deep-learning approaches [14], [15] to VO

have gained interest, though feature-based methods still remain rele-

vant. Visual localization is a similar problem but, instead of calculating

the robot’s pose change from recently captured images, the estimator

must determine the robot’s position in a map. Similar techniques may

be used but the problem can be more difficult due to factors such as

environmental appearance change since the map images were taken and
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the lack of a motion-model prior.

Vision and GPS act as complementary sensors in many applications

providing robustness via their independent failure modes. Yu et al. [16]

use visual-inertial odometry (VIO) to estimate local pose changes then

use GPS and nonlinear optimization to bound the estimated drift. They

test on an unmanned surface vehicle with an omnidirectional stereo

camera and show the benefit of added GPS information over a short

path. Other works [17], [18] develop similar methods combining VO

and GPS via an extended Kalman filter (EKF). Qin et al. [19] offer

a general algorithm to fuse a local sensor such as VO with a global

sensor such as GPS to estimate global poses. The local sensor provides

high-rate local estimates of the path while pose-graph optimization is

run with the global measurements to give low-rate estimates of the

transformation to the absolute frame.

Fewer works attempt localization against a map using both vision

and GPS. Choi et al. [20] use a threshold on GPS dilution of precision

to switch between sensing modes. Several works [21], [22], [23] use GPS

signals only as a prior to simplify the image retrieval task. Some then

attempt metric localization using the retrieved images and the current

camera frame.

Shi et al. [24] use GPS observations offline to improve the global ac-

curacy of visual SLAM. Chen et al. [25] fuse vision and GPS informa-

tion by first estimating the frame transformation then solving a series of

bundle adjustment (BA) problems to generate globally consistent pose

estimates. Their work is most similar to ours. However, they rely on

estimating in an absolute frame, do not account for prolonged sensor

dropout, and only test on a dataset with simulated GPS. Our work in

Chapter 4 does not require a privileged frame or any post-processing of

the map. It handles transitions between sensing modalities smoothly
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and is robust to prolonged sections of sensor dropout.

2.3 Visual Teach & Repeat

Autonomously driving the same route through an environment multiple

times is a common task for mobile robots with applications to mining,

warehouse robots, and guided tours. Visual Teach and Repeat [26]

has shown this task can be achieved using only a single stereo camera

and one training example in extremely non-planar environments to few-

centimetre-level accuracy and across reasonable appearance change [27].

One of the keys to VT&R’s success is its relative pose graph map struc-

ture. Vehicle transformations and landmark positions are calculated

with respect to neighbouring poses, not an absolute frame. Global

consistency in the map is not required. As a result, VT&R is com-

putationally inexpensive and can handle large networks of paths. No

post-processing of the map is needed, meaning the robot can re-drive

the path immediately after it is taught. In the remainder of this sec-

tion, we briefly describe some key references for relative navigation

before summarizing extensions and details of VT&R relevant to this

work.

Bundle adjustment [28] or batch SLAM, in which both vehicle poses

and landmark positions are estimated from landmark observations, is

the classic approach to large-scale localization and mapping. However,

computation time for the naive implementation scales quadratically

with the number of landmarks [29], necessitating more efficient formu-

lations. Olson et al. [30] showed the benefit of using a relative-pose

state space as opposed to global states in improving optimization per-

formance. Submapping [31], [32], [33] has been used as a way to de-

couple computational complexity of the problem from map size. Sibley
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et al. [34] built on this with a completely relative formulation, doing

away with any one privileged frame. This allowed constant-time map

updates even during loop closures.

VT&R extended the idea of mapping on manifolds that are only

required to be locally Euclidean to create a visual path-tracking system

achieving high autonomy rates over many kilometres of highly non-

planar terrain. In VT&R, a path is manually driven once as a single

training example. Then, the robot is able to autonomously repeat

the path using only a single stereo camera, taking advantage of the

deliberately consistent camera viewpoints. The efficiency of the relative

formulation allows the use of significantly larger factor graphs. This

led to experience-based navigation (EBN) [35], [36] as a method to

increase robustness to appearance change. The related multi-experience

localization (MEL) [37] was added in VT&R with the ability to use

landmarks from multiple experiences in the same metric localization

problem and avoid drift from the original teach path over time. Fast

triaging of visual experiences [38] is used to recall relevant landmarks

in real-time. As a result, the robot can autonomously drive through

environments with high appearance change with respect to the teach

run provided enough repeats have been captured in between as bridging

experiences.

Colour-constant image transformations have also been added within

VT&R to increase robustness to changing lighting conditions [39].

VT&R has been shown to generalize well to other sensors such as li-

dar [40] and monocular cameras [41], as well as to other robot types such

as unmanned aerial vehicles [42]. In Chapters 4 and 5, we demonstrate

a method to add a global sensor, i.e. GPS, to VT&R while preserving

the relative navigation formulation that is the key to its success.

The VO pipeline used in VT&R (and that we use on its own in
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Chapter 3) is based on parallel tracking and mapping (PTAM) [43].

Motion estimates are computed at framerate while landmark positions

are optimized in a windowed bundle adjustment after each keyframe.

It is fast and reliable with the parameters pre-tuned on data separate

from that used in this thesis. While testing on nearly 10km of driving

over 30 hours, MacTavish et al. [44] found a 1.5% translational drift

rate during daytime conditions and a 2.4% rate at nighttime via the

use of headlights for this algorithm.



Chapter 3

Time-Differenced Carrier Phase

Odometry

Odometry is an important component of almost any mobile robotic nav-

igation strategy. It takes many forms including visual, visual-inertial,

lidar, and wheel odometry. All of these use different sensors to accom-

plish the common goal of estimating the vehicle’s path or trajectory.

In mapping, odometry allows local reconstruction of the environment.

In localization, it can provide a prior and is critical to the success of

autonomous navigation systems such as VT&R [26]. EBN [35] and

MEL [37] use odometry in short sections (i.e., less than 50m) where

localization fails due to factors such as appearance change. If odom-

etry drift becomes too large, the robot may not be able to navigate

safely. This in turn causes a missed opportunity to improve the map.

Better odometry allows a robot to dead-reckon for longer sections and

therefore drive further successfully. Visual odometry is a common so-

lution for obtaining robust and consistent relative motion estimates of

the vehicle frame.

Contrarily, GPS measurements are typically used for absolute po-

sitioning and localization. However, when the constraint on absolute

accuracy is relaxed, carrier phase measurements can be used to find

12
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accurate relative position estimates with one single-frequency GPS re-

ceiver. This suggests practitioners may want to consider GPS odometry

as an alternative or complement to VO or inertial solutions.

In this chapter, we describe a robust method for single-receiver GPS

odometry on an unmanned ground vehicle (UGV). We first demon-

strate the accuracy of our method over long sections of data collected

by a real robot. We then present an experimental comparison of the

performance of our single-receiver GPS odometry and VO on the same

test trajectories. After 1.8km of testing, the results show our GPS

odometry method has a 75% lower drift rate than a proven stereo VO

method while maintaining a smooth error signal despite varying satel-

lite availability. In Section 3.4, we show that combining both sensors

into the same odometry pipeline can improve robustness when sensor

dropout is a potential issue. The results of this chapter were previously

reported in Congram and Barfoot [45]. To the best of our knowledge,

this is the first direct comparison of stereo VO and TDCP and the first

investigation of combining the two sensors in the literature.

3.1 Single-Receiver GPS Estimation

While more involved methods such as RTK provide higher quality GPS

positioning, there remain many advantages to using only a single GPS

receiver: fewer receivers mean a lower cost, no communications link

needs to be established to a base station, the robot is not confined to the

local area of the base station, and there is less setup and maintenance

required for the operator. We would therefore like to use single-receiver

GPS to improve robot odometry. However, standard pseudorange GPS

positioning does not have the accuracy required to bound vehicle travel

within the envelope required for visual localization, which typically de-
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Figure 3.1: Comparison of the mean relative position error for three different tech-
niques using a single GPS receiver across 12 independent paths. The TDCP method
is both more accurate and much smoother than the pseudorange positioning while
also outperforming the integrated Doppler velocity.

generates with decimetre-level lateral errors [26]. Utilizing other GPS

observables over short windows of time can improve relative positioning.

Fig. 3.1 illustrates the relative accuracy of three different single-receiver

odometry strategies over a set of short trajectories. Pseudorange po-

sitioning does not take advantage of the more precise yet difficult to

utilize carrier phase observable. It also does not explicitly consider the

temporal correlation of measurements. Doppler velocity estimates de-

rive from the frequency shift of the carrier wave. They can be integrated

to provide a trajectory but are noisier than TDCP positioning. TDCP

provides estimates with approximately half the drift rate compared to

the other two methods. These preliminary results indicate TDCP is a

prime candidate to be the basis for our single-receiver GPS odometry

pipeline.
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3.2 Methodology

We briefly summarize the coordinate frames relevant to this chapter

before getting into the details of our estimator. The global East-North-

Up (ENU) frame, F
~
g, is a stationary frame tangential to the Earth at

the vehicle start position. All other frames are transient. The vehicle

frame, F
~
v, is located at the center of the vehicle at axle height. All

estimation is computed in F
~
v before being transformed to the onboard

GPS receiver frame, F
~
r, for comparison with ground truth positions.

The origin of the orbiting satellite frame, F
~
s, is defined at the antenna

phase centre (APC) for calculating ranges. Finally, the camera frame,

F
~
c, is located at the left camera of the stereo module. The VO algo-

rithm is also configured to output estimates in the vehicle frame.

3.2.1 Carrier Phase Error Equation

Whereas RTK positioning makes use of carrier phase measurements

from two receivers separated in space, TDCP positioning makes use of

carrier phase measurements from a single receiver separated by both

time and space. The carrier phase range equation to a single satellite

at time a is given by

Φa = ρa +N + cδRa − cδSa + Ea + Ta − Ia +ma + εa, (3.1)

where Φa is the measured phase in radians multiplied by the known

wavelength so that all values have units of metres. GNSS receivers can

measure the incoming phase quite accurately meaning the white noise

affecting the measurement, ε, is typically less than 2mm [2]. However,

the signal is affected by several sources of systematic error as it propa-

gates from satellite to receiver causing the measured range, Φ, to differ

from the true range to the satellite, ρ. These include receiver and satel-
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lite clock errors (δR and δS), satellite ephemeris error (E), tropospheric

delay (T ), ionospheric effects (I), and multipath (m).

N is the unknown wavelength ambiguity; if the receiver stays in

phase lock with the satellite it is time-invariant. We can therefore

eliminate it by differencing (3.1) taken at two times, a and b:

Φb − Φa = ρba + cδRba − cδSba + Eba + Tba − Iba +mba + εba. (3.2)

The subscript ba denotes the difference between a quantity at time

b and time a. The receiver clock error is typically large so it must be

dealt with explicitly, either by estimating it or differencing the equation

again for two different satellites to eliminate it. The latter gives us our

measurement model:

Φ21
ba = ρ21ba − cδ

S,21
ba + E21

ba + T 21
ba − I21ba +m21

ba + ε21ba . (3.3)

The term ρ21ba , for example, denotes the double difference
(
ρ2b − ρ2a

)
−(

ρ1b − ρ1a
)

for a pair of satellites 1 and 2 at times a and b. The ranges

making up ρ21ba are calculated using

ρa =
∥∥rsrg (ta)

∥∥ =
∥∥rsgg (ta)− rrgg (ta)

∥∥ , (3.4)

where rsgg is the known satellite ephemeris and rrgg is our state. The

notation ‖r‖ denotes the Euclidean norm of the vector r. It is important

to recalculate the ephemeris at each measurement time because the

satellites travel at 3.9km/s. From (3.3), we can write our error term

for one pair of satellites seen at one pair of positions as

e21ba = Φ21
ba − ρ21ba . (3.5)

Given n commonly seen satellites between ta and tb, our weighted least
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squares factor is

Jba =
n∑
k=2

wk
(
ek1ba
)2
, (3.6)

where wk is a scalar variance parameter, which we set as a constant in

our implementation though it could be tuned if more information on the

measurement quality from each satellite was known. Jba is symbolized

as a blue dot in Figure 3.3.

For optimization, a linearized error term is needed. We derive this

by noting that rsrg (ta) and rsrg (tb), the vectors from the receiver to a

particular satellite at ta and tb, are approximately parallel for small tba

since the distance between receiver and satellite is much larger than the

distance either travels in this timespan. As illustrated in Figure 3.2,

the range to the satellite can change due to both the receiver’s move-

ment and the satellite’s movement between measurement times. For

succinctness we define the unit vector from the receiver to the satellite

as u =
rsrg (ta)

‖rsrg (ta)‖ . From Figure 3.2 we see that the range difference due

to the satellite’s cross-track movement is equal to the satellite displace-

ment vector projected onto this unit vector. Likewise, the change due

to receiver movement (i.e., the robot driving) corresponds to the neg-

ative of the receiver displacement vector projected onto u. Combining

these gives:

ρba = −ûT
(
rrgg (tb)− rrgg (ta)

)
+ ûT

(
rsgg (tb)− rsgg (ta)

)
, (3.7)

where the second half of the right-hand side (the satellite movement

term) is independent of the state. After substituting (3.7) into our

error equation, (3.5), we can calculate the Jacobian required to perform

Gauss-Newton optimization.



CHAPTER 3. TIME-DIFFERENCED CARRIER PHASE ODOMETRY 18

vector to
satellite

path of GPS
signal at ta

path of GPS
signal at tb

robot trajectory

displacement
vector

phase range
difference from
robot movement

satellite orbit 

phase range difference
from satellite

movement

ta
tb

tb

ta

Figure 3.2: In linearizing the error term, we make the assumption that the unit vectors
from receiver to satellite at times a and b are parallel. As a result, the difference in
measured range due to receiver movement has the same magnitude as the scalar
projection of the receiver displacement vector onto the satellite vector.

3.2.2 Carrier Phase Noise Properties

Our error equation, (3.5), constrains the transformation between the

receiver pose at two times. Given a set of carrier phase measure-

ments collected at a fixed rate (e.g. 1Hz), we have a choice of how

to pair these measurements to form error terms. Figure 3.3(a) illus-

trates three potential options. If our measurements at each timestamp

were primarily affected by Gaussian noise, then the “Dense” strategy

would be best. More factors in our factor graph would average out

the noise and improve our estimates. However, looking at our mea-

surement model, (3.1), we see that the majority of error sources are

systematic in nature. That is, if the receiver could take two measure-

ments of the carrier phase at the same instance, they would be almost

exactly the same save for the very small measurement error, ε. The

other error sources vary smoothly. Neglecting ε, we would find that
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Consecutive

Base

Dense

a) Potential TDCP Factor Configurations d) Loosely Coupled Combined Estimator

c) Tightly Coupled Combined Estimator

b) Our TDCP Estimator

TDCP Factor

WNOA Factor

VO Factor

Nonholonomic Factor

Visual Landmark

Pose Vertex

Figure 3.3: a) Potential ways TDCP factors can be added. Due to the error char-
acteristics of the phase range, they all give very similar position estimates. The
“Consecutive” configuration was chosen for our estimator. b) Factor graph for our
TDCP algorithm. c) Factor graph that comes from combing VO and TDCP in a
tightly-coupled fashion. d) Factor graph for the loosely-coupled estimator used in
Section 3.4 for ease of comparison. VO is first run to estimate pose changes then
those estimates are added as factors.

eca, the error term on the poses at times a and c is a simple linear

combination of ecb and eba. Therefore, the additional error terms in the

“Dense” configuration compared to the other configurations add very

little to the optimization problem besides computational burden. The

“Base” and “Consecutive” strategies are very similar but, the “Consec-

utive” method has subtle advantages when the set of satellites available

is time-varying. In “Base”, neighbouring pose estimates with respect

to the base vertex may be calculated with different satellites so the

transformation between these vertices is liable to be less smooth. The

advantages of the “Consecutive” strategy are analogous to the advan-

tages of the relative framework of VT&R and the relative localization

strategy described later in Chapter 4.

Some of the errors in (3.1), the phase range equation, can be miti-

gated through modelling. It is typical to use the Klobuchar model [46]

to partially correct for ionospheric effects, the parameters of which are

available in the GPS navigation message. The Niell mapping func-
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tion [47] with the UNB3 model parameters [48] can be used to estimate

the tropospheric delay. Both models are a function of atmospheric con-

ditions and satellite elevation. Because atmospheric conditions change

slowly and the errors are differenced in (3.7), their impact is lessened

compared to the effect on a single phase measurement. However, the

effect of satellite elevation change over the time difference can be signif-

icant for satellites close to the horizon. In our experiments, we model

the tropospheric delay but omit the ionospheric correction because the

applicable messages were not logged for all runs. We find the difference

in performance without the ionospheric correction to be negligible. An

analysis of the importance of the tropospheric correction is given in

Section 5.2.2.

3.2.3 Time-Differenced Carrier Phase Optimization

The first step in our trajectory estimation pipeline is to parse the raw

phase (logged as binary RTCM1004 messages) and calculate coarse

pseudorange positions for initializing our state. Preprocessing was done

using the C library RTKLIB [49]. TDCP cost terms were only added

between consecutive vertices in the factor graph (defined once per sec-

ond) using commonly seen satellites that maintained phase lock. This

is the “Consecutive” factor graph configuration seen in Figure 3.3 and

discussed in Section 3.2.2. If the receiver loses phase lock with a satel-

lite, that particular satellite is simply excluded from the set used to

construct TDCP factors until phase lock is regained.

Given enough satellites, TDCP will provide a positioning solution.

But, to be practical for vehicle odometry, and as a fair comparison for

VO, we require full SE(3) pose estimates in the vehicle frame. Our al-

gorithm is designed and tested for a nonholonomic robot so constraints

that penalize lateral velocity of the vehicle frame are added. We also use
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a white-noise-on-acceleration (WNOA) motion prior [50] to encourage

smoothness. Together, these allow us to resolve the vehicle orientation.

Yaw and pitch are determined by these factors implicitly aligning the

longitudinal axis of the robot with the direction of the vehicle frame

velocity while roll is determined by the shape of the trajectory. To fit

our use case, we have assumed a ground vehicle on a primarily planar

surface. The algorithm has not been tested on robots that do not meet

these assumptions (e.g. an unmanned aerial vehicle).

Unlike other TDCP algorithms, the use of a motion model such as

this allows the robot to make use of carrier phase information and still

calculate a state estimate when less than four phase-locked satellites

are available. The factor graph can be seen in Figure 3.3(b). The

optimization is run as a filter (forward-pass only) to simulate online

odometry calculations. It is solved with the simultaneous trajectory

estimation and mapping (STEAM) [50] implementation of the dogleg

Gauss-Newton algorithm [51] and the motion model applied over a 10-

second sliding window. Carrier-phase measurements are subject to out-

liers so a robust cost function, dynamic covariance scaling (DCS) [52],

is used on the TDCP factors.

3.3 Comparison to Visual Odometry

Using raw GNSS observables for state estimation has been given rel-

atively little attention in the robotics community thus far. We found

no existing datasets of raw observables collected aboard a robot. For

that reason, we decided to collect our own. While sometimes specified

for specific datasets such as KITTI [53], no standard benchmark exists

for odometry on an arbitrary path. The accuracy of odometry is de-

pendent on dataset-specific factors such as terrain, vehicle speed, path
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curvature, and others. Therefore, when evaluating our algorithm we

not only test the absolute accuracy of its estimates but compare the

results to a commonly used odometry source in robotics – stereo VO.

Our collected dataset contains several runs with both the stereo image

stream and raw GPS observables logged.

In our experiments, stereo VO pose estimates are computed via the

same algorithm used in VT&R. The odometry pipeline follows a similar

strategy as [43] in which one module estimates camera pose with respect

to the previous keyframe at framerate while another performs a local

windowed bundle adjustment on map landmarks after each keyframe.

Sparse speeded-up robust features (SURF) [54] are used with random

sample consensus (RANSAC) [55] to detect outliers. The same WNOA

motion prior is used as in 3.2.3. The stereo error terms also have a

DCS robust cost function applied to them. Relative pose estimates are

computed by solving the Gauss-Newton optimization problem with the

STEAM solver.

3.3.1 Experimental Setup

All data was collected aboard the Clearpath Grizzly UGV pictured

in Figure 3.4. The vehicle maintained an average velocity of 1m/s

across terrain that included pavement and snow-covered grass at the

University of Toronto Institute for Aerospace Studies (UTIAS) cam-

pus. Stereo images were captured by a front-facing Point Grey Re-

search Bumblebee XB3 stereo camera, which has a 24cm baseline, a 66◦

horizontal field of view and captures 512x384 pixel images at a 16Hz

framerate. GPS measurements were recorded by a NovAtel SMART6-L

receiver mounted near the front of the vehicle. Carrier phase measure-

ments were logged at 1Hz while RTK ground truth was logged sepa-

rately at 4Hz. The RTK positioning is expected to have an RMS error
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LED headlights

Onboard laptop
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Figure 3.4: The Clearpath Grizzly Robotic Utility Vehicle used for data collection in
Chapter 3 and live experiments in Chapters 4 and 5.

of 1cm + 1ppm under nominal conditions. RTK does not provide us

with ground truth orientation; therefore we can only compare position-

ing results. We focus on only the two-dimensional planar estimates

(x and y) as these are the most important for navigation on a ground

vehicle.

Two independent experiments were conducted to analyze our TDCP-

odometry method. The first, to study the absolute accuracy of our

algorithm, involved manually driving the robot on four separate runs

over two data collection days during which only GPS data was logged.

These results are presented in Figure 3.5. To facilitate the second ex-

periment, a study comparing TDCP-odometry to VO, five independent

runs were driven on a third day, each spanning several minutes, during

which stereo images were also logged. These runs were then split into

15 independent 50m sections, approximately equally spaced, for evalu-

ation. We chose 50m as an evaluation distance as we do not anticipate

driving a robot on dead reckoning farther than this and it was sufficient
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for measuring odometry drift rate. As VO does not estimate orientation

in the global ENU frame, the 10m of trajectory preceding the test sec-

tion was used for alignment of the VO estimates. The continuous-time

trajectories computed by STEAM are used to interpolate the VO esti-

mates to the ground truth GPS timestamps (as they are asynchronous

to the VO keyframe timestamps). Evaluation is considered based on

the amount of drift (absolute translation error) after 25m and 50m.

3.3.2 Results

Satellite availability for the GPS-only experiment varied throughout

the runs as buildings and even the vehicle sensor mast itself caused

partial occlusions of the sky. Despite this, the receiver kept enough

satellites in phase lock throughout the runs for a consistent position

estimate at all times. The median number of satellites seen was seven

with a minimum of four and a maximum of nine.

Each 250m trajectory presented in Figure 3.5 encompasses nearly

five minutes of driving. This provides enough data to characterize the

error growth properties while dead-reckoning. We find that the total

horizontal translational error after 250m is less than 1m for all runs and

the mean error at this point is 0.78m. The errors grow smoothly and

approximately linearly. The drift in both the x (East) and y (North)

directions is reasonably consistent as we might expect considering the

systematic errors affecting the phase measurements in Eq. (3.1).

Figure 3.6 shows an overhead view of the estimates from both algo-

rithms on three of the test trajectories representative of the larger test

set in the second experiment. Even at this macroscopic scale, we can

see the GPS odometry outperforms VO. Figure 3.7 depicts both the

errors for the individual runs and an average horizontal position error

for each algorithm. After 50m, the TDCP method has a smaller trans-
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Figure 3.5: Plot of position errors from the TDCP algorithm over the first 250m of
the four trajectories in the GPS-only experiment. The drift rate is low and the errors
change approximately linearly.

lational error than VO on all but one of the 15 test trajectories. VO

has a mean final translational error of 1.127m or 2.25% while TDCP

does 75% better with a mean error of 0.281m or 0.56%. The results

are similar after just 25m, with drift rates of 2.26% and 0.57%, respec-

tively. The variance in drift rate between runs is also a lot higher for

VO as can be seen in the spread of data in Figure 3.7. This implies the

expected errors may be more predictable for TDCP.

A similar number of satellites were available for the comparison ex-

periment as in the GPS-only experiment with the minimum five, the

median seven, and the maximum nine. There is a negative correla-

tion between errors and number of satellites as expected though the

relationship is weak (r = −0.10). Other factors such as the particular
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Figure 3.6: Overhead view of ground truth and estimates for three of the 15 test
trajectories. VO drifts noticeably further from ground truth than the TDCP-based
odometry.



CHAPTER 3. TIME-DIFFERENCED CARRIER PHASE ODOMETRY 27

0 10 20 30 40 50
−2

−1

0

1

2

x 
E

rr
or

 (m
)

0 10 20 30 40 50
−2

−1

0

1

2

y 
E

rr
or

 (m
)

0 10 20 30 40 50
Distance Along Path (m)

0.0

0.5

1.0

1.5

2.0

To
ta

l 2
D

 P
os

iti
on

 E
rr

or
 (m

)

VO
TDCP

Figure 3.7: Comparison of VO and TDCP-based single-receiver GPS odometry po-
sition drift. The fainter lines represent individual trajectories while the darker line
plots the average error for the algorithm.

geometry of the satellites, the atmospheric conditions, and the shape

of the trajectory may have more influence. We note that the Grizzly’s

GPS receiver was not configured for use with a power-hungry stereo

camera nearby so was somewhat affected by electromagnetic interfer-

ence. It is possible the satellite availability could have been improved

with proper shielding.

Looking more closely at the VO results, we see the number of feature

matches varies somewhat between the two major types of terrain seen –

dry pavement and snow, but is enough for a reasonable motion estimate

throughout. There were no VO failures (i.e., there were always enough

landmark matches to produce a consistent estimate). We notice the

VO tends to slightly overestimate or underestimate distances within a

run. As a result, the total translational error over a full loop trajectory
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is smaller than the drift rate for shorter sections though still significant.

Further tuning might be able to improve VO performance slightly, but

it is unlikely to reach the level of the GPS odometry. Finally, we

note the TDCP method also has computational advantages as it only

requires one error term per satellite pair compared to the potentially

hundreds of stereo landmark terms involved in VO. In our head-to-head

comparison, GPS odometry was clearly superior in a two-dimensional

planar setting.

3.4 Combining with Visual Odometry

As our GPS odometry algorithm has been set up as a factor graph,

it is amendable to adding factors from other sensors. A natural choice

would be to combine the visual and GPS odometry estimators as shown

in Figure 3.3 (c) and (d). The results in this section are from a loosely

coupled estimator for ease of comparison. We find under good con-

ditions the addition of vision does not significantly improve accuracy

because the estimates from VO are of worse quality. If the uncertain-

ties are improperly set, the inclusion can actually degrade performance.

But, using both sensors does improve robustness when the quality or

availability of one or both sensors cannot be guaranteed. To show

this, we simulate both full (zero satellites available) and partial (two

satellites available) temporary GPS dropouts and observe the effect on

our odometry with and without the inclusion of VO. The 15-second

dropouts occur near the beginning of the approximately one-minute

long trajectories.

The results from these experiments are summarized in Table 3.1.

We get similar estimates with and without VO when sufficient satel-

lites are available throughout, as seen in Figure 3.8. In this scenario, the
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Figure 3.8: Close-up plot of the final positional errors for four 50m paths illustrating
the effect of GPS dropout on our TDCP algorithm. The black line shows the end
of the trajectory from ground truth while the coloured lines show the results from
different experimental conditions. The beginning of each trajectory is not shown
but its location is indicated via an arrow. We find the addition of lower quality
VO measurements to our algorithm makes little difference when enough satellites are
available. However, the TDCP+VO algorithm is much more robust when a short
satellite dropout is simulated in the trajectory.
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Condition Method
Final Position Error [m]

Run 1 2 3 4 5 6 Avg
No GPS
Dropout

GPS 0.269 0.163 0.196 0.261 0.241 0.209 0.223
GPS + VO 0.276 0.309 0.241 0.348 0.248 0.276 0.283

Partial
Dropout

GPS 0.187 0.972 0.266 0.314 0.407 0.869 0.503
GPS + VO 0.311 0.399 0.49 0.439 0.474 0.579 0.449

Full
Dropout

GPS 0.901 3.689 1.605 0.27 1.553 2.115 1.689
GPS + VO 0.624 0.409 0.539 0.511 0.539 0.634 0.543

Table 3.1: Results from the experiments combining our TDCP odometry with VO.
As the severity of GPS dropouts increases, so too does the benefit of using VO in a
combined estimator.

results from the algorithm with only TDCP are slightly better on aver-

age, likely because the parameters of the combined algorithm were not

thoroughly tuned. But, when dropouts occur, the GPS-only estimator

is forced to rely heavily on its motion model and accuracy suffers. Lo-

cal accuracy does recover once satellites are reacquired. In the partial

dropout experiment, the receiver displacement is not fully constrained

as only two satellites are available, but our algorithm can still make

use of the carrier phase information to some degree and performance is

much better than with zero satellites. However, in many applications,

the added error would still be considered a failure. With the addition

of VO, the performance loss from the dropout is reduced significantly.

A combined approach provides the added accuracy of TDCP with the

reliability of VO.

3.5 Summary

In this chapter, we described a method for highly accurate odometry

using a single GPS receiver. While GPS users are typically concerned

with the absolute accuracy of their positioning algorithms, we recognize

that only relative accuracy is required for odometry. Relaxing this
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constraint meant we could cancel many of the temporally correlated

error sources affecting GPS and get better displacement estimates. We

compared the performance of our single-receiver GPS odometry with

stereo VO on the same set of test trajectories. The novel contributions

in this chapter are as follows:

(a) we detailed a practical TDCP odometry algorithm complete with

a motion model for use on a UGV,

(b) we provided the first direct comparison of single-receiver GPS and

VO estimation,

(c) we showed that combining visual and carrier-phase-based odome-

try works well when GPS dropout may occur.

We believe TDCP odometry is an effective navigation technique and

is underutilized in robotics compared to other odometry methods. To

show this, we simultaneously collected a large set of GPS data and

stereo imagery from a ground robot driving outdoors. We evaluated our

TDCP-based single-receiver, single-frequency GPS odometry algorithm

against a proven stereo VO pipeline in the first known experiment of

this kind. The results showed the GPS odometry produced far smaller

positional errors with respect to the RTK ground truth. TDCP odom-

etry is a good alternative to VO for outdoor navigation. VO is still

preferred in areas where occlusions or other sources of GNSS signal in-

terference are a frequent issue. For added robustness, or in applications

such as indoor-outdoor navigation, the two sensors may be combined.

Though we did not explore incorporating additional GNSS constella-

tions in our algorithm, it is likely their use could improve positioning

accuracy even further by increasing the number of satellites available.

Improved odometry allows robots to build better maps and safely drive

further when localization against a map is challenging. This would
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be beneficial for many robots and robotic systems. In Chapter 5 we

show how our TDCP-odometry can be used to complement VT&R’s

localization pipeline leading to an improved autonomy rate.



Chapter 4

Relative Localization with Vision

and GPS

4.1 Overview

In this chapter, we describe a method for performing GPS localization

against a relative map. We show how to smoothly incorporate both

vision and GPS measurements in the same map while avoiding any dis-

continuities when switching between sensor modalities. Our method

retains the advantages of the relative formulation with no global opti-

mization required and computational complexity decoupled from map

size. We validate our method with a practical implementation in VT&R

but the method may generalize to other relative navigation algorithms

and absolute sensors other than GPS. The results of this chapter were

previously published in Congram and Barfoot [56].

Appearance change is the Achilles’ heel of visual localization algo-

rithms operating over unstructured terrain. Natural environments vary

visually on both diurnal (e.g., lighting change) and seasonal time scales.

Unsuccessful localization due to natural appearance change is the pri-

mary failure mode of VT&R. GPS measurements do not suffer from

appearance change. The independent failure modes of vision and GPS

33
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support their use as complementary sensors. Applications such as joint

indoor-outdoor navigation motivate the fusion of vision and GPS into

a common state estimation problem.

Absolute sensors such as GPS present a challenge for relative local-

ization. Our goal is to determine the relationship between the current

local vehicle pose with respect to the vehicle’s pose during the teach

path. But GPS provides observations in a global frame independent

from the robot pose. An accurate estimation of the global-to-local

transformation is required to make use of the measurements in the path-

tracking problem. This is not guaranteed after a prolonged section of

sensor dropout in which the robot relies on a form of dead-reckoning

such as VO, which drifts.

One option is to instead estimate all poses in a single global frame.

However, that would require a computationally expensive batch map

optimization to avoid jumps in the relative poses used in navigation.

Instead, we note that the key to the path-tracking problem is a good

estimate of the path-tracking error — the difference between the current

and map states; a good estimate of the states themselves (i.e., in a

global frame) is not required. This was the primary motivation to use

a relative map in VT&R.

Our “lazy mapping” approach delays sensor fusion until the error

estimation step. During the teach phase, our solution simply logs GPS

observations and associates them with VO keyframes. It makes no effort

to reconcile them into a consistent metric map with the pose estimates

from VO. On repeat, a local window of GPS measurements is used to

estimate the orientation of the local frame with respect to the global

frame and then rotate the error vector. Like the odometry problem

of Chapter 3, the GPS measurements are sparse compared to their

visual counterparts. Our method adds little computational overhead
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to the already lightweight VT&R algorithm. It handles the transition

between sensing modalities smoothly and the regions of availability of

each sensor do not need to be specified a priori. The following sections

describe the method in more detail and summarize the experimental

results.

4.2 Methodology

4.2.1 Sensor Fusion

When path-tracking, VT&R uses stereo VO as a form of prediction and

visual localization to a local map as a form of correction. Our approach

is to add GPS as a second independent form of correction. Each sensor

can be used independently or fused when both are available as shown

in Figure 4.1. Other forms of prediction could be used in place of VO

including the TDCP-based odometry discussed in Chapter 3. However,

we wish to independently evaluate the use of GPS on the localization

side so we use the same VO pipeline of VTR2 as discussed in Section 2.3.

During the teach phase, the robot is manually driven and a pose graph is

built in the same way as normal using VO. GPS measurements are also

logged and associated with each keyframe but no effort is made to make

the poses from VO consistent with these observations. In the repeat

phase, a local window of GPS observations from the current section of

the map is recalled. Together with a local window of the live repeat

GPS measurements, these are used to estimate a path-tracking error

in the vehicle frame. The details of this are described in Section 4.2.2.

The GPS error is then used to define the cost function:

JGPS =
1

2
eTGPSΣ

−1
GPSeGPS. (4.1)
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The GPS cost is combined with the VT&R vision cost function, Jvision,

consisting of stereo landmark cost terms to form a nonlinear least

squares optimization problem:

J = Jvision + JGPS. (4.2)

Like the odometry problem in Chapter 3, it is solved with the STEAM

implementation of the dogleg Gauss-Newton algorithm [51]. The prob-

lem is well-defined as long as at least one of vision or GPS is available.

If neither is available at a given time, localization is not attempted and

the robot relies on VO and a motion prior.

repeat

teach

GNSS vision both

autonomous	edge

privileged	edge

visual	observation

visual	landmark

GNSS	measurement

spatial	edge

keyframe	pose

Figure 4.1: Diagram illustrating how path-tracking error can be calculated using
either vision or GPS or a fusion of both. Privileged edges represent transformations
calculated from the teach run VO while autonomous edges are calculated from repeat
VO. Spatial edges come from localization. Path-tracking error is calculated for each
sensor independently in the local frame. No single privileged frame is used, and the
map does not need to be globally consistent.

4.2.2 GPS Path-Tracking Error

To use a global sensor for localization, an estimate of the vehicle’s pose

in a global frame is typically required. Drift from dead-reckoning can

produce arbitrarily poor pose estimates even if a full batch optimization

is performed on the pose graph. Because we estimate the GPS path-
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tracking error independently, translational bias in the map is cancelled

out when subtracting the live position from the map position. Conse-

quently, place-specific bias due to complex factors such as multipath

reflections does not reduce the performance of our algorithm.

After subtraction, the error vector is still in the global frame and

needs to be rotated to the local frame. We estimate the orientation of

the local frame with respect to the global frame using linear regression

on a local window of GPS measurements. The result is also reused

to calculate the GPS receiver position from the potentially noisy ob-

servations. While vision performs 3D metric localization, we make a

planar assumption in estimating our GPS path-tracking error. Dur-

ing logging, GPS measurements are projected to Universal Transverse

Mercator (UTM) coordinates resulting in data points with an x and y

position and a timestamp. On repeat, a small local window of these

data points is recalled for both the teach and repeat runs. For each win-

dow, least-squares regression is used to model the estimated position,

(x̂, ŷ), as a function of time, t:

x̂ = x̄+ β̂1,x(t− t̄), (4.3)

ŷ = ȳ + β̂1,y(t− t̄), (4.4)

β̂1,x and β̂1,y are the estimated linear regression slope parameters while

x̄, ȳ, and t̄ denote the mean measurements within the current window.

This parameterization allows extrapolation to the current keyframe

time for estimating (xm, ym) and (xq, yq), the map and repeat positions,

respectively. The model assumes a constant velocity for the vehicle — a

reasonable approximation for the small windows used (typically on the

order of 1m). More sophisticated models such as Gaussian processes

could be employed but are outside the scope of this thesis. We also
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assume the vehicle velocity is parallel to the vehicle frame’s x-axis (for-

wards), which is reasonable for nonholonomic robots. The estimated

heading, θ̂, is calculated using the slope parameter estimates from re-

gression:

θ̂ = atan2(β̂1,y, β̂1,x). (4.5)

The heading estimate, θ̂q0, for the live frame, F
~
q, with respect to the

UTM frame, F
~
0, is used to generate the rotation matrix, Ĉq0. We

calculate the error between teach and repeat positions in the UTM

frame, rmq0 , and rotate it to get an estimated position error in the live

frame:

r̂mqq = Ĉq0

(
r̂m0
0 − r̂q00

)
= Ĉq0


x̂m − x̂q
ŷm − ŷq

0

 . (4.6)

The result is assembled into the transformation matrix with a value of

0 set for the error in roll, pitch, and z-direction:

T̂qm =


cos θ̂qm sin θ̂qm 0 r̂mqq,1

−sin θ̂qm cos θ̂qm 0 r̂mqq,2

0 0 1 0

0 0 0 1

 . (4.7)

The state we are optimizing for in (4.2) is Tqm, the transformation

between the vehicle pose at the current repeat frame and the vehicle

pose at the nearest keyframe in the teach run. Using the logarithmic

map we define the SE(3) error term [57] for our GPS error, eGPS, as a

function of our state and the transformation matrix calculated in (4.7)

using the GPS measurements:

eGPS = ln(T̂qmT−1qm)∨. (4.8)



CHAPTER 4. RELATIVE LOCALIZATION WITH VISION AND GPS 39

The covariance on our estimate, ΣGPS, could be calculated analytically

from the linear regression. However, this involves certain assumptions

on the error properties of GPS that may not be satisfied. Instead, we

find better results by estimating the uncertainties through empirical

trials. A liberal uncertainty is added in the roll, pitch, and z direction

as a weak prior.

4.2.3 Outlier Rejection

GPS measurements often suffer from outliers due to nonlinear effects

and biases. To reject outlying measurements within our local regression

window we use RANSAC [55]. After the path-tracking error calcula-

tion, we use M-estimation to account for estimates that disagree signif-

icantly with the prediction from VO or, if available, visual localization.

The robust cost function from the DCS family [52] that we utilize is

ρ(u) =

1
2u

2 u2 ≤ k2

2k2u2

k2+u2 −
1
2u

2 u2 > k2
. (4.9)

We found the robust cost function is rarely a factor when a strong GPS

fix is available but can be helpful when fewer satellites are seen. It also

prevents GPS from degrading the performance of VT&R when good

vision is available.

4.3 Evaluation

4.3.1 Experimental Setup

To validate our approach, we conducted a set of online experiments on

a live robot. The 350m path, shown in Figure 4.2, was intentionally

designed to include a 120m section inside the UTIAS MarsDome mid-



CHAPTER 4. RELATIVE LOCALIZATION WITH VISION AND GPS 40

Start

Finish

Outdoors – GNSS 

and sometimes 

vision available

Indoors – only 

vision available

Transition 

region

Figure 4.2: Overhead view of the approximate path driven in the experiments. Yellow
dots denote the placement of key locations for independent ground-truth measurement
of the path-tracking error. Inside the dome, the robot was forced to rely on only visual
localization. Outside, the robot relied on mainly GPS and used vision when available.

way through. The terrain inside the MarsDome is a highly non-planar

mix of gravel and dirt. Outside, the environment is a mix of pave-

ment and grass. The path requires at least one transition from GPS

being available to unavailable and vice-versa. As day turns to night,

lighting conditions inside the MarsDome remain relatively consistent

but appearance change impedes the robot’s ability to visually localize

outdoors as all repeats rely on the teach run as a single experience for

localization; MEL was deliberately not used in order to prompt vision

failures.

The path was first manually driven at midday on October 23, 2020.

An initial repeat was conducted directly after the teach run to verify

our ability to immediately re-drive paths. Subsequent repeat runs were

performed on the evening of October 26, beginning at 5:19pm. They

continued until after twilight with the final run beginning at 7:07pm.

Sunset occurred at 6:16pm. The timing was chosen to demonstrate the

algorithm’s ability to both fuse vision and GPS in the earlier repeats
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and transition to only GPS navigation in the later repeats.

The same Clearpath Grizzly UGV used to collect data in Chapter 3

was used for these online experiments. We used the same onboard Nov-

Atel SMART6-L GPS receiver and Bumblebee XB3 stereo camera as

described in Section 3.3.1. A second SMART6-L receiver served as a

stationary base station for RTK corrections. The receivers were config-

ured for GPS satellites only in this experiment; sensor availability could

be improved with additional GNSS constellations. LED headlights are

mounted below the stereo camera. They were turned on for all runs

to allow VO outdoors at nighttime and provide consistent conditions

inside throughout the experiment. The algorithm ran on an onboard

Lenovo laptop and interfaced with the Grizzly via Robot Operating

System (ROS) [58]. All estimation is done in the vehicle frame with

the fixed sensor-to-vehicle transformations explicitly handled for both

the camera and GPS receiver.

To provide an additional measurement of path-tracking error inde-

pendent from either sensor, jigs were placed at four locations along the

path as indicated in Figure 4.2. The jigs, seen in Figure 4.3, consisted

of a ruled board affixed to the ground over which the robot drives. By

comparing the tire positions of each repeat run to that of the teach run,

a lateral and heading error could be estimated. This simple method has

the property of working well both indoors and outdoors.

4.3.2 Results

A total of 10 autonomous repeat runs of the experiment path were

conducted totalling 3.5km of driving. The first began immediately

after the path was manually driven. Immediate repeating remained

easy and path tracking was highly accurate with the largest measured

lateral error at the jigs just 2cm and all measured heading errors less
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Figure 4.3: Jig used for measuring the ground-truth path-tracking error at several
locations along the path. Lines are marked every 2cm and the board is affixed to the
ground in the robot’s path.

than 1◦. A summary of measured path-tracking errors for all repeats is

provided in Table 4.1.

In general, the runs before sunset achieved good visual localization

in most sections despite the different lighting conditions and the passing

of several days. As darkness set, visual localization was very difficult

outdoors but remained relatively consistent indoors as expected. All

runs were successfully completed aside from the tenth in which the

robot’s headlights failed approximately 240m along the path in a sec-

tion without a GPS fix. Lack of lighting led to failures in VO and the

absence of GPS increased the localization uncertainty beyond a thresh-

old VT&R deemed safe for continued driving so the robot stopped.

This unexpected event demonstrated the safe failure mode of VT&R.

All runs experienced long sections of GPS dropout during the indoor

driving section. Several runs experienced prolonged vision dropout for

up to 90m due to outdoor appearance change. The conditions across

all repeats are summarized in Figure 4.4. The results in this figure
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Table 4.1: Measured Error at Key Locations (see yellow dots in Fig. 2)

Repeat

Start Time
Error

Entering

Dome
In Dome

Exiting

Dome
Grass

1:54pm
Lateral (m) 0.020 -0.005 -0.010 0.005

Yaw (deg) 0.0 -0.6 -0.6 -0.6

5:19pm
Lateral (m) 0.015 -0.010 -0.030 -0.005

Yaw (deg) 0.6 0.0 0.6 0.6

5:30pm
Lateral (m) 0.005 -0.005 -0.020 -0.005

Yaw (deg) 0.6 0.6 0.6 0.6

5:43pm
Lateral (m) 0.010 -0.005 -0.020 -0.005

Yaw (deg) 0.0 0.6 0.0 0.6

5:58pm
Lateral (m) 0.010 -0.005 0.000 0.000

Yaw (deg) 0.0 0.6 0.0 0.0

6:11pm
Lateral (m) 0.020 -0.010 -0.020 0.010

Yaw (deg) 0.0 0.0 0.6 0.0

6:23pm
Lateral (m) 0.040 -0.010 -0.030 0.125

Yaw (deg) 0.0 1.3 0.6 0.6

6:38pm
Lateral (m) 0.040 -0.005 -0.080 0.135

Yaw (deg) 0.0 0.6 0.6 0.6

6:51pm
Lateral (m) 0.065 -0.010 -0.040 0.155

Yaw (deg) 0.6 0.0 0.6 0.6

7:07pm
Lateral (m) 0.080 0.00 -0.080 –

Yaw (deg) 0.0 0.0 0.6 –
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illustrate the importance of multiple sensors for robustness in difficult

environments. Our combined algorithm has to rely on VO alone for

much shorter and less frequent sections.
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Figure 4.4: Plot showing the percentage of each run in which the robot has successfully
localized within the last x metres travelled with a particular sensor. Individual runs
are shown in lighter colours while the mean is plotted in a darker colour. Top-left
is better as it means the robot had to rely on dead-reckoning for shorter periods.
Having both sensors available leads to a better chance at localization.

The mean absolute path-tracking error across all runs, as measured

at the four jig locations is just 2.9cm laterally and 0.4◦ in heading.

This measured error is a combination of both the localization error

and the path-tracking controller error, as well as measurement error

from the jig itself. The metric localization error estimates from our

algorithm are correlated with the measured error implying the mean

absolute localization error is smaller than the total path-tracking error.

The only setting in which we see a noticeable inaccuracy is at the

fourth measurement location during runs after sunset. Here, the error

is consistently 12–15cm suggesting that there may be some bias in the

teach run GPS measurements. Another factor may be the manual

driving of the teach path itself, which was slightly more erratic in this

area of the path as the human pilot tried to target the centre of the
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jig. That the error does not occur in earlier runs suggests our method

is robust to GPS bias when good vision is available and our sensors are

weighted appropriately in (2), the localization cost function.

Equally important to path-tracking accuracy is the smoothness of

the path following, especially in transition regions. Figure 4.5 illus-

trates the relationship between the localization error estimated by the

robot and the availability of each sensor. The first 100m of the path

corresponds to outdoor navigation where GPS is typically available. It

is followed by 120m indoors where the robot must rely on vision. Af-

ter exiting the MarsDome, the robot typically drives about 30m before

regaining a GPS fix for the final 100m outdoors. The entrance to the

MarsDome allows only a few centimetres of clearance for the Grizzly

so smooth path following was not only a theoretical consideration but

was of practical consequence.

Qualitatively, the path-tracking was very smooth throughout the ex-

periment and no difference was noticed compared to when VT&R has

good vision consistently. From the plots, we see the estimated localiza-

tion error stays stable throughout the transition zones. The only spike

that occurs is in the worst-case run when a GPS fix is obtained after

a prolonged section of VO reliance. Crucially, this spike corresponds

to the actual path-tracking error due to dead-reckoning, not a discon-

tinuity in our map due to offset from the global frame. The controller

is able to smoothly utilize this new information to recenter the robot

on the path. We note the smaller estimated localization errors seen in

the bottom right plot of Figure 4.5 from approximately 210m to 260m

are due to the lack of corrections from either sensor in this section, not

because the true path-tracking accuracy is better.

Without our addition of GPS, the later repeat runs would almost

certainly have failed. Consider the 6:51pm run whose sensor availability
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Figure 4.5: Sensor availability versus error estimates for four repeats. Top left: the
1:54pm run representing a best-case run. Top right: The 6:11pm run during which
sunset occurred. Bottom left: The 6:23pm run representing a typical repeat in the
experiment. Bottom right: the 6:51pm run representing the worst-case situation. The
coloured bar shows when a sensor was used for localization. For example, the large
gaps in the GPS bars correspond to the period when the robot was indoors. Black
dots on the error plots correspond to the jig measurements in Table 4.1.



CHAPTER 4. RELATIVE LOCALIZATION WITH VISION AND GPS 47

is shown in the bottom right plot of Figure 4.5. During the first 100m,

the robot has little success at visual localization meaning it would have

to rely on VO nearly exclusively. MacTavish et al. [44] showed the mean

drift rate for our VO pipeline in nighttime conditions is 2.38% suggest-

ing it is highly unlikely the robot could have safely navigated the dome

entrance after 100m of dead reckoning. In this scenario, the final third

of the repeat would also need to rely exclusively on VO leading to ex-

pected final errors in excess of 3m compared to the few-centimetre-level

errors we measured. Our method allowed the robot to accurately and

efficiently repeat the path in all experimental conditions. Finally, we

note that the small additional computation required to estimate GPS

error from the local windows of observations did not have a significant

effect on the speed of the VT&R algorithm and the runtime was well

within the requirements to operate in real-time.

4.4 Summary

In this chapter, we presented a robust system for path following utilizing

both vision and GPS for localization. Unlike related methods fusing

vision and GPS, we do not attempt to reconcile measurements from the

two sensors into a single global coordinate frame. By delaying sensor

fusion until the path error is calculated, we avoid requiring a costly

optimization for map updates, even after prolonged sensor dropout. We

validated our approach through an extensive field trial on a real robot.

We emphasize three key results: a) the system maintains high path-

following accuracy on the order of centimetres, b) the vehicle was able

to overcome long sections of dropout of one or both sensors, and c) there

was no spike in error signal due to frame offset during the transitions

between sensors and the vehicle continued to drive smoothly.
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Our experiments were performed using only RTK-corrected GPS

measurements. However, the method presented here could transfer to

less accurate GPS setups provided the increased path-tracking error

does not exceed the convergence region for visual localization. This

would be appropriate in many applications where the acceptable path-

tracking error is larger outdoors in open space than indoors.

We assumed VO estimates are available for the prediction step but

we could substitute other sensors or rely on GPS alone in the event

of total vision failure. We are also not limited to GPS; the “relatively

lazy” approach holds for integrating other absolute sensors into rela-

tive navigation systems. Finally, our work need not be a replacement

for multi-experience localization. In Section 6.2.2, we briefly discuss

how we might benefit from MEL by later adding in GPS to sections

where a fix was unavailable during the teach run or by using multiple

experiences to average out GPS noise. We believe this work will be

beneficial in a number of applications such as mining that involve both

natural environments where appearance change is a factor and more

structured but confined space where a GPS signal is not guaranteed.

It could also have applications in marine robotics where visual features

are sparse on open water but the higher accuracy and robustness to

satellite occlusion afforded by vision is required near shore.



Chapter 5

Visual Teach & Repeat 3 with GPS

In this chapter, we explore the benefits of adding a single GPS receiver

to an already successful relative navigation algorithm. We first describe

the Visual Teach and Repeat 3 (VTR3) project and its myriad uses for

GPS. We then discuss extensions made to the work of Chapter 3 to

implement an easy-to-use GPS odometry software package that may

be utilized alone or in combination with other navigation algorithms.

Finally, we show how this package is used in VTR3 as an alternative

or complement to VO.

5.1 Visual Teach & Repeat 3

VT&R first demonstrated its utility in the robotics world over 10 years

ago. Its success has spurred many extensions [39], [37], [41], [42] and is

still bearing fruitful research projects today [59], [56]. Software evolves

quickly as does the robotics research landscape, so it is important to

keep the VT&R codebase well-maintained and agile enough to be con-

ducive to new projects and use cases. With this in mind, we launched

the VTR3 project with the aim of revitalizing the software stack and

setting up VT&R for another five years of success.

VT&R relies on a number of dependencies including Ubuntu, CUDA,

49
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OpenCV, Eigen, lgmath, and STEAM. The first milestone of the

project was to upgrade to the latest versions of these dependencies

and ensure VT&R could be run on the latest hardware. A major com-

ponent of the project was swapping out the ROS1 [58] backbone for the

emerging ROS2 framework and the custom Robochunk logging system

of VTR2 for the more standard rosbag2. ROS2 provides a distributed

communication system and upgraded client libraries while rosbag2 pro-

vides fast access based on the SQLite database engine. A further goal

was to provide a flexible architecture that allows easily adding new sen-

sors and navigation modules. Future use cases include pipelines that

use lidar or radar as the primary navigation sensor, as well as stereo

camera pipelines that swap out point features for deep-learning tech-

niques. Finally, the project will conclude with the open-sourcing of

VTR3, expected in the latter half of 2021. Rigorous field-testing has

been conducted to detect issues in preparation for this goal.

There are several ways GPS fits into the VTR3 project. The two

major examples are through using single-receiver GPS measurements

as a prior for localization and using high-quality GPS in localization

directly. The former will be discussed in the sections that follow. The

latter is quite similar algorithmically to the work presented in Chapter 4

(which was originally implemented in VTR2) so will not be expanded

on further here.

One less involved way GPS can help in VTR3 is in topological lo-

calization. In VTR2, the user had to manually specify the starting

location of the robot in the pose graph. If the robot was not actually

in that area, it would not be able to get an initial localization and

therefore could not perform the repeat. VTR3 will log absolute GPS

positions, when available, and store them in each vertex. If a GPS

signal is available when the system is restarted, it may be used to place
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the robot on the map automatically and thus eliminating a potential

source of user error. The GPS coordinates stored in the map may also

be used to fetch the satellite image used as the background for the user

interface, seen in Figure 5.1. Previously, this too had to be manually

specified by the user. An accurate background will make it easier and

faster for the end-user to specify goals for the robot. The absolute GPS

references now stored in the pose graph may even enable future features

that have yet to be foreseen.

Figure 5.1: The revamped user interface used in VTR3. GPS can be helpful for both
placing the robot (red arrow) at the correct location on the map (yellow curve) and
for placing the map on the correct satellite image.

5.2 Carrier Phase Odometry Package

The results of Chapter 3 showed single-receiver GPS measurements

could be an accurate source for odometry. While the estimation loop

itself was fast enough to run online, there were some manual steps in-

volved in pre-processing the GPS data that prevented directly running
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that code on the robot. The goal of the work presented in this sec-

tion was to create an easy-to-use package that would provide live GPS

odometry estimates to be used alone or as part of a larger navigation

stack. The result is the open-source Carrier Phase Odometry (CPO)

project found at https://github.com/utiasASRL/cpo.

CPO is a ROS2 project designed to work with the majority of mod-

ern GPS receivers. It consists of four packages. The cpo frontend

package acts as a driver and preprocessor for the carrier phase mea-

surements. The input is standard RTCM1004 (GPS observables) and

RTCM1019 (GPS ephemerides) messages logged over serial. The out-

put of this package is a stream of custom TDCP messages, defined in

the cpo interface package, published to a ROS2 topic. These mes-

sages act as pseudomeasurements pairing a set of satellites observed

at two consecutive time points. The front-end node parses the binary

RTCM messages, calculates approximate pseudorange GPS solutions,

and extracts vectors relevant to the estimation problem. It also esti-

mates and corrects for the tropospheric delay difference as discussed

in 3.2.2.

The cpo backend package is responsible for state estimation. Each

pseudomeasurement message received from the front end is used to

construct n − 1 TDCP error terms, where n is the number of ob-

served satellites. These are combined with the WNOA motion prior

and nonholonomic factors discussed in Chapter 3 to form a nonlinear

least squares cost function. Optimization is handled by STEAM over a

sliding window. The user may use ROS2 parameters to easily configure

the relative importance of these factors as well as the size of the sliding

window to fit their application. The result is full SE(3) pose estimates

of the vehicle in the ENU frame. These are published with a standard

ROS2 PoseWithCovariance message either at a fixed rate or with each

https://github.com/utiasASRL/cpo
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new incoming pseudomeasurement. This node also provides a query

trajectory service. The service accepts two timestamps and returns the

relative pose and its covariance over the interval. The two query times

do not need to be at GPS measurement times as the continuous-time

trajectory can be sampled at any point [60]. For more details on how

this relative pose and covariance is estimated, see Appendix A.

Both the message format and the service are defined in the

cpo interfaces package. A few Python scripts for visualization and

analysis are provided in cpo analysis, one of which can be seen in

Figure 5.2. In addition to online operation, the project supports us-

ing ROS2’s simulation time for offline testing using saved data. This

feature combined with the provided sample data allows new users to

quickly try out the project for themselves.

Figure 5.2: Optional interactive plot that can be run while running CPO to plot the
vehicle trajectory in real-time. Qualitatively, we see that the orange CPO estimates
using TDCP are smoother than the brown pseudorange position estimates.
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5.2.1 Performance Evaluation

Figure 5.3: Overhead view of one path from the dataset that begins at (0, 0) and pro-
ceeds counterclockwise. The estimates from CPO (orange) smoothly and accurately
track the RTK ground truth.

To validate the effectiveness of our CPO project, we ran the pipeline

on 1.4km of previously collected data. Figure 5.3 shows our GPS odom-

etry next to the RTK ground truth for the run in our dataset with the

largest final error. Qualitatively, we see our estimates smoothly track

both the shape and scale of the driven path.

Quantitatively, we confirm the estimates are of high accuracy. The

average final translational error is just 0.27% of distance travelled (drift

rate). Figure 5.4 plots the errors with respect to ground truth for the

four independent runs. We also notice that, as before, the errors vary

smoothly and linearly. The average execution time of the backend

node from receiving a new TDCP message to publishing an updated

pose estimate is just 2.56ms with the optimization itself requiring an

average of 2.15ms. This could likely be reduced further with a smaller

window size and still provide accurate results but our GPS messages

are set to log every 100ms so we are already well within the real-time
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Figure 5.4: Plot of position errors with respect to ground truth versus distance along
the path. Total drift rate is less than 0.5% in all runs.
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constraints.

5.2.2 Evaluation of Atmospheric Effects

There is some discrepancy among prior works that use TDCP on the

importance of correcting for atmospheric delays. Some works [8] correct

for it while others [61] assert that over the small time period the carrier

phase difference is calculated the delays can be considered constant.

To test this empirically we also run our algorithm on the data without

the tropospheric correction. We find on all runs the (relatively easy

to calculate) correction improves the final error, thus supporting its

use. Interestingly, the performance gain varies between runs, likely due

to differences in satellite geometry. The tropospheric delay is roughly

proportional to 1
sin ε where ε is the satellite elevation. Therefore, the

delays are more variable and the correction is more important when

using measurements from satellites lower in the sky.

Dataset
Distance

Travelled (m)

Final 2D Translation Error (m)

Without Tropospheric Correction With Correction

A 409 1.76 1.33

B 329 0.69 0.68

C 384 1.31 0.85

D 280 0.98 0.95

Table 5.1: Effect of correcting for tropospheric delay difference on final translational
error across four independent runs. In all cases, the correction improves final error.
The magnitude of the improvement is dependent on satellite geometry.
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5.3 Incorporating GPS Odometry into VTR3

5.3.1 Architecture

The intuitive strategy for integrating our GPS odometry within VT&R

is to add TDCP terms into the sliding window bundle adjustment stage,

similar to what was done in the experiments of Section 3.4. In this

tightly-coupled setup, the front-end node of CPO would run, publishing

ROS2 messages that contain all the information needed to construct

a TDCP factor. VT&R could then subscribe to these messages and

easily accommodate these new factors in the existing nonlinear least

squares optimization problem. In theory, the careful combination of two

reliable measurement sources should produce a probabilistic estimator

that outperforms either source alone. This was our first approach;

however, it was found to have several disadvantages in practice that will

be detailed shortly. Even after careful tuning, we could not produce an

estimator that consistently outperformed both single-sensor odometry

algorithms.

Our second approach recognizes that accurate odometry is not a di-

rect requirement for VT&R and the path-tracking problem. Rather,

odometry is utilized as a prior for the localization problem. In this

“lazy” approach, we calculate odometry using both sensors (when avail-

able) independently in separate threads. GPS odometry is computed

in the cpo backend node while VO is computed in VT&R’s navigator

node as normal. We then let the localizer decide the best source to use

as its prior when the time comes. A diagram of the setup can be seen

in Figure 5.5.

There are several advantages this strategy has over the tightly-

coupled solution. Perhaps the largest is that, from a practical point

of view, the latter strategy is much more easily extended to versions of
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cpo_frontend
preprocessing to get
phases,
emphemerides
calculate
pseudorange
solutions
atmospheric
corrections
quality monitoring

cpo_backend

Carrier Phase Odometry
RTCM1004 

(GPS phases)
RTCM1019 

(GPS ephemeris)

serial

ROS2

estimate trajectory via STEAM
WNOA
nonholonomic
TDCP factors
vehicle-specific parameters

query trajectory
service

TDCP
msg

VTR3

navigator

existing pipeline
tk-1, tk

Tk,k-1, Cov

Figure 5.5: Architecture diagram for our chosen approach to include GPS odometry
in VT&R. All GPS estimation is done separately from VT&R which can query the
estimator to receive transformation estimates for its intra-run edges.

VT&R that swap the stereo camera used in this work for other primary

sensors such as lidar or radar. The tightly-coupled strategy required

careful handling of edge cases in the stereo bundle adjustment pipeline.

In the lazy strategy, the bundle adjustment pipeline does not need to

know that GPS exists. Another advantage is that we do not have to

balance the size of our sliding window between the two sensors. We

are free to optimize the sparse GPS factors over a larger window while

keeping the visual bundle adjustment over a small window containing

many stereo landmark factors. As well, parameter tuning becomes less

important when we are not fusing the two sensors directly. VT&R can

get away with unrealistic covariances on its stereo landmark terms to

some degree because only the relative weighting of terms is important.

When adding GPS terms to the optimization problem, suddenly the

results become more dependent on our choice of parameters. Finally,

the lazy approach avoids having to estimate and bookkeep the global

orientation in VT&R. In the tightly-coupled approach, the global ori-

entation becomes an extra state variable that must be included in our

state vector if and only if we are using GPS factors. In the lazy ap-

proach, it is encapsulated in CPO.
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5.3.2 Implementation Details

Because of our chosen approach, our algorithm runs very similarly to

VT&R without GPS with a couple of key differences. After a new

keyframe is created and bundle adjustment has run, a request is sent

to CPO’s query trajectory service with the timestamp of the current

keyframe, tk and the previous keyframe, tk−1. The response, Tk,k−1 and

its covariance, is stored in the pose graph edge as a second, separate

transformation. As the current keyframe was just captured and the

GPS measurements are asynchronous with respect to the camera im-

ages, the query trajectory service typically has to extrapolate slightly

past the latest GPS measurement. However, this is easily handled

by STEAM’s continuous-time estimation. To obtain a better estimate

of Tk,k−1 utilizing GPS measurements received after tk, the service is

called again after a fixed delay and the VT&R pose graph is updated

accordingly.

Repeat

Teach

Figure 5.6: Diagram of the “localization chain” showing the part of the pose graph
relevant to the localization problem. Transformation estimates from odometry within
each run may be composed with the previous localization result, Tca, to provide a
prior for the current estimation problem.

The new transformations are depicted as green edges in Figure 5.6.

In the localization problem, we are required to estimate the transfor-
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mation between the current repeat vertex and the closest teach vertex,

Vd and Vb in Figure 5.6, respectively. The standard version of VT&R

composes the edges from VO with the most recent localization result

to generate a prior:

Ťdb,vo = Tdc,voTcaT−1ba,vo. (5.1)

With GPS odometry available, we now have an alternative method for

generating this prior:

Ťdb,gps = Tdc,gpsTcaT−1ba,gps. (5.2)

In the event of VO failure, we can now still calculate a prior via the GPS

edges. If no GPS is available, we can still use VO as before. If both are

available, we can either compare their covariances to determine which

is likely to be more accurate or the user may decide to always prefer

one sensor or the other.

One reason a good prior is important is that it provides a good initial

condition for localization. Perhaps a more significant reason is that in

the case where localization fails, the prior becomes our estimate for

Tdb. When VO fails, visual localization is also likely to fail so the GPS

odometry prior becomes very important.

5.3.3 Experimental Setup

We designed three experiments with each one validating a goal for our

algorithm:

1. Replacing the VO prior used by VTR3 localization with a GPS

odometry prior provides comparable performance under nominal

conditions. In theory, the more accurate GPS odometry could

provide a better prior than VO and therefore more accurate local-
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ization. However, VO has shown it provides a sufficient prior for

this task in normal circumstances, so we only need to show that

GPS can do at least as well.

2. The GPS prior can be relied on for dead-reckoning when we are not

able to localize visually. VTR3 often faces small sections where it

cannot visually localize due to factors such as appearance change.

To test this we will create a difficult scenario for the robot by not

allowing the localization pipeline to use any feature matches for

certain sections.

3. GPS odometry can be used to maintain path-following in the event

of total VO failure. We will test this by replacing the left image

from the stereo camera with a blank image simulating, for example,

a total blockage of the camera. With GPS odometry, VTR3 should

be able to regain normal localization once the camera recovers.

We will also show that without GPS, this would result in a failed

repeat.

We run each experiment first using a version of VTR3 without GPS,

and then using our method configured to replace VO with GPS odom-

etry. We test on three independent paths approximately 60m in length

(one minute of driving per run). For Experiments 2 and 3, the sensor

dropout is applied to a 20-second section midway through the repeat

run to illustrate the behaviour both when the dropout begins and when

the sensor recovers.

Data for the experiments in this chapter are once again collected via

a Clearpath Grizzly UGV. For more information on the vehicle and its

sensors, see Section 3.3.1. Figure 5.7 shows the network diagram for

our GPS setup on the Grizzly. The NovAtel SMART6-L GPS receiver

provides three serial communication lines. To provide ground truth
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for these experiments, COM2 is used to relay RTK corrections via the

Grizzly radio to the receiver which then sends the RTK solutions to

be logged via COM1. COM3 is used as an independent channel to log

the observables needed for TDCP that will be used in the estimation

in this section. This setup handles all the ways GPS is used in VTR3

with COM1 providing the position measurements used in relative lo-

calization (Chapter 4).

Base Station
GPS

Grizzly
Radio

Base Station
Radio

Grizzly GPS

Grizzly
Computer

Onboard
Laptop

COM2

COM1

serial
Ethernet

radio

Communications Setup

COM3

Figure 5.7: Network diagram showing how our robot is configured for logging
both RTK ground truth (COM1) and the measurements needed for GPS odometry
(COM3).

5.3.4 Results

Figure 5.8 shows the paths on which data was collected for these ex-

periments. Repeat runs for Paths 1 and 2 were autonomously driven

in good visual conditions (a sunny afternoon). Path 3 consists of a

manually-driven route collected at nighttime. As a result, this path

has a larger path-tracking error our localization pipeline must attempt

to estimate. During these runs, we logged both the full stereo image

stream and the raw GPS serial data.

Figures 5.9, 5.10, and 5.11 show the results for Experiments 1, 2, and

3 respectively on Path 3. Path 3 had the most challenging conditions

and shows the worst-case performance of our method. The error plotted
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Figure 5.8: Overhead view of ground truth for the paths used in the VTR3 + GPS
experiments. Paths 1 and 2 were autonomously collected using VT&R in good condi-
tions. Path 3 was manually driven twice at nighttime. Note the larger, varying offset
between the two instances Path 3 was driven. This was intentional to create more
challenging baseline conditions.
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in this section is the difference between our estimated path-tracking off-

set from localization compared to the ground truth path-tracking error.

We show the lateral error in the vehicle frame as this is most impor-

tant for maintaining accurate path-tracking. Table 5.2 summarizes the

results across all experiments and paths.
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Figure 5.9: Experiment 1 results for Path 3. No sensor dropout was simulated in
this experiment though some naturally occurring localization failures were seen in
the nighttime dataset (Path 3).

In Experiment 1, both the VO and the GPS odometry methods pro-

vided similar performance. In good conditions (e.g., Path 1 collected

during daylight), the localization error was almost identical. This was

expected as with many visual features available for localization, the rel-

ative weight of the prior is reduced. Therefore, under conditions where

VT&R is already highly successful, our addition does not degrade that

performance. For Path 3, the manual driving and nighttime conditions

created some natural localization failures, as seen in the bottom sub-

plot of Figure 5.9. However, both methods were able to bound errors

to a reasonable level for path-tracking.
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Figure 5.10: Experiment 2 results for Path 3. Both algorithms were prevented from
using visual localization for a 20-second section midway through.

In Experiment 2, we simulate a 20-second section where visual lo-

calization is not possible, so the algorithm must rely heavily on its

prior. For both methods and on all paths, the localization error grows

larger in the section in which we prevent visual localization. For two

of the three paths, the mean error with the GPS prior is higher than

the VO prior but, they are of similar magnitudes for all paths. Both

algorithms do well enough that when the robot is allowed to localize

again, it still knows where it is along the path and the localization error

quickly drops.

In Experiment 3, summarized in Figure 5.11, the vision-only pipeline

is less successful. We again create a 20-second vision dropout, but this

time the left camera images are replaced by black images to trigger VO

failures. When using the GPS prior, we do not rely on VO while GPS

odometry is available. As a result, errors are similar in magnitude to

Experiment 2. Without GPS, the robot can rely on its motion model for

a short period but quickly becomes lost without the proper means for
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Figure 5.11: Experiment 3 results for Path 3. A 20-second total camera failure was
simulated beginning approximately 15m along the teach path.

Path Experiment
Mean Lateral Localization Error (m)

VO Prior GPS Prior

1

1 0.022 0.022

2 0.031 0.054

3 6.767 0.077

2

1 0.081 0.020

2 0.104 0.030

3 3.704 0.036

3

1 0.036 0.035

2 0.042 0.079

3 1.525 0.092

Table 5.2: Summary of results for all three experiments across all three paths. Our
GPS prior and the VO prior have similar performance in Experiments 1 and 2. Ex-
periment 3 simulated a camera failure. Here the addition of GPS odometry made
a large impact and would have been the difference between a successful run and an
unrecoverable failure.
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dead-reckoning. Even when VO recovers, the robot is unsure of where

it is in relation to the path and is not able to relocalize. With GPS, the

robot quickly recovers and accurately localizes when the camera images

are restored.

5.4 Summary

In this chapter, we built on the contributions of previous chapters to

demonstrate how GPS could benefit a successful relative navigation

system. We briefly introduced the VTR3 project which was developed

concurrently and had high-level goals that were important to keep in

mind while adding GPS. At its completion, this project will provide an

open-sourced, state-of-the-art navigation system to the robotics com-

munity. We mentioned several minor uses for GPS in VTR3 such as

for determining the robot’s start position in the map. These will make

operating VT&R easier for future users.

We then described our Carrier Phase Odometry package that is the

basis for using GPS as a backup or alternative for VO in VTR3. As

this is run in a separate node, the details are abstracted from the main

stereo camera pipeline allowing our changes to easily be used in future

varieties of VT&R. Beyond VT&R, CPO can be run as a standalone

GPS odometry package and is available open-source. To the best of our

knowledge, this is the only widely available TDCP software package and

one of the few open-source navigation projects developed in ROS2. The

project provides accurate odometry with final drift rates averaging just

0.27% in our experiments.

When used in VT&R, GPS odometry provides an accurate prior al-

lowing localization to achieve similar performance as with VO in good

conditions and preventing total localization failures in challenging sce-
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narios. Like the results of Chapter 4, this contribution uses GPS to

improve the robustness of our system when vision struggles. However,

by focussing on the odometry side, we can achieve this with only a

single receiver.



Chapter 6

Conclusion

6.1 Summary of Contributions

In this work, we investigated several ways GPS could be used across a

relative navigation pipeline on a mobile robot. In Chapter 3, we saw

how relaxing the constraint on absolute accuracy allowed us to cancel

errors affecting the GPS signal through TDCP. This generated several

novel contributions including a practical TDCP odometry algorithm

incorporating a motion model and robust cost functions, and the first

direct comparison of TDCP-based odometry and visual odometry. We

also showed that combining the two sensors into a single odometry al-

gorithm could deliver the accuracy of our single-receiver GPS odometry

with the reliability of VO when GPS availability may not be guaran-

teed.

In Chapter 4, we combined GPS with vision for relative localization.

Unlike related methods, we did not attempt to reconcile measurements

from vision and GPS into a single global coordinate frame. By delaying

sensor fusion we were able to improve the robustness of VT&R with an

absolute sensor without compromising the advantages of our relative

map framework When tested on a real robot via 3.5km of autonomous

driving, the system maintained high path-tracking accuracy and tran-
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sitioned smoothly between sensors despite challenging conditions.

Finally, we showed how GPS odometry could be used in VTR3 as an

alternative to VO providing a prior for localization. The addition pro-

vided an increase in reliability to an already highly successful relative

navigation system. As a byproduct, we released the open-source Carrier

Phase Odometry available at https://github.com/utiasASRL/cpo.

It may be used as a comprehensive odometry solution using only a

single GPS receiver.

6.2 Future Work

6.2.1 Extensions to GPS Odometry

One interesting observation from the results of Chapter 3 was that the

position errors with respect to ground truth vary more linearly than

we would expect in a random walk, as odometry is often modelled. We

hypothesize this is due to the uncorrected error sources in the carrier

phase double difference equation (Equation (3.3)) varying smoothly.

We might expect these error sources to be autocorrelated given they

are a function of satellites moving at near-constant velocity sending

signals through an atmosphere that changes gradually. An interesting

extension might be to use other sensors or a motion model to estimate

and correct for this linear bias.

On the Carrier Phase Odometry project itself, our biggest goal is

to have it tested and used on more receivers and by more roboticists.

There are also a few features that could be added to improve it such

as correcting for ionospheric effects and adding support for more GNSS

constellations.

https://github.com/utiasASRL/cpo
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6.2.2 Benefits of GPS for Multi-Experience Localization

Most of our work assumes we are performing single-experience local-

ization; for VT&R this means the repeat only uses data from the teach

path. But VT&R has shown MEL to be quite useful and there is no

reason GPS could not be used here too. For instance, our receiver may

not have GPS during the original manually driven teach path but may

have it on a later repeat and could log those measurements for localiza-

tion. Currently, the Relatively Lazy algorithm only uses GPS positions

from the single teach run but it could use multiple experiences worth

of GPS measurements to reduce some of the measurement noise. Fi-

nally, with multiple experiences, GPS can actually improve the future

success of visual localization. Typically when visual localization strug-

gles, it is due to appearance change in the environment. By relying on

GPS odometry or relative GPS localization to get through these regions

on the current repeat, we are able to autonomously log images of the

changed appearance that may be used during future repeats.



Appendix A

Interpolating Relative Covariances

The method developed in Chapter 5 to incorporate GPS into VT&R re-

lied on sampling the GPS odometry trajectory at asynchronous keyframe

times. The trajectory implementation uses the continuous-time estima-

tion tools from Anderson [62] based on Gaussian process regression. As

such, it is straightforward to query the trajectory for a pose estimate,

Ta0 at time ta with respect to the start of the trajectory, t0. With two

query times, we can generate a relative pose estimate as:

Tba = Tb0T−1a0 . (A.1)

Anderson [62] outlines how one may interpolate the covariance on both

Ta0 and Tb0 individually. To find the covariance on Tba, an additional

term, the cross-covariance between Ta0 and Tb0, must be considered.

If ta and tb are between the same two knots of the trajectory (i.e.

they lie on the same piece of our piecewise, locally-linear GP prior) we

could likely extend the method for interpolating at one query time to

handle two query times. However, this is typically not the case; for our

problem there is usually at least one GPS measurement logged between

keyframes.

Instead, we take a more pragmatic approach to the problem by set-

72



APPENDIX A. INTERPOLATING RELATIVE COVARIANCES 73

ting up a second, smaller optimization problem with our query times as

new states and include the original states that bound them. Figure A.1

shows the six possible cases we might have depending on the position

of the query times with respect to the knots in the original trajectory.

0 1 2 3 4 5

0 1 2 3 4

0 1 2 3

0 1 2 3 4

0 1 2 3

0 1 2

Quaternary Interpolation

Ternary Interpolation

Binary Interpolation

Ternary Extrapolation

Binary Extrapolation

Unary Extrapolation

Query TimeState Time Relevant State Time

Figure A.1: Illustration of the six cases that may occur while interpolat-
ing/extrapolating a relative pose and covariance at two asynchronous query times.
The larger black triangles represent the original trajectory while the blue triangles
represent the two times our relative pose spans. Only the filled black triangles are
needed to estimate the covariance on our relative pose.

This new problem contains two types of factors, as seen in Fig-

ure A.2. The first utilizes the posterior, P̂, from the original problem

applied as a pseudomeasurement. It is marginalized such that it only

contains the posterior blocks corresponding to states kept in the new

problem. For this, we developed a new STEAM error evaluator of vari-

able size such that it could be re-used for each of the six cases. The

other factors are WNOA smoothing terms used to connect the new

states to the original ones.

After optimizing this problem, we extract the posterior like we did

for the original problem but now marginalize it for the covariance be-
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Figure A.2: Factor graph of the small optimization problem used to obtain the covari-
ance on an asynchronous relative pose. The quaternary interpolation case is shown.
Five factors are included in the least-squares optimization problem – four from the
motion model and one from the original problem’s posterior covariance matrix.

tween Ta0 and Tb0:

P̂a0,b0 =

P̂(ta, ta) P̂(ta, tb)

P̂(tb, ta) P̂(tb, tb)

 . (A.2)

The matrix in Equation A.2 now contains the cross-covariance block

needed to calculate the covariance on Tba:

P̂ba = P̂(tb, tb) +T baP̂(ta, ta)T T
ba−T baP̂(ta, tb)− (T baP̂(ta, tb))

T . (A.3)

As the new problem consists of at most six states and, for our problem,

the query times are relatively close together, the problem can be solved

efficiently. Our implementation has an average execution time of 1

millisecond.
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