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Abstract

Distributed Control for Vision-based Convoying
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Masters of Applied Science

Graduate Department of Electrical and Computer Engineering

University of Toronto

2009

This thesis describes the design of a vision-based vehicle-following system that uses only

on-board sensors to enable a convoy of follower vehicles to autonomously track the tra-

jectory of a manually-driven lead vehicle. The tracking is done using the novel concept

of a constant time delay, where a follower tracks the delayed trajectory of its leader. Two

separate controllers, one linearized about a point ahead and the other linearized about

a constant-velocity trajectory, were designed and tested in simulations and experiments.

The experiments were conducted with full-sized military vehicles on a 1.3 km test track.

Successful field trials with one follower for 10 laps and with two followers for 13.5 laps

are presented.
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Chapter 1

Introduction

Motivating our research is a military situation in which a vehicle convoy traverses hostile

territory to deliver supplies. Naturally, equipping every vehicle in the convoy with armour

that will protect its occupants is expensive. To reduce the cost, autonomous unarmoured

supply vehicles may be used, whereby each supply vehicle would autonomously follow

the trajectory of its immediate leader. With this setup, the vehicle convoy would be

comprised of autonomous unarmoured vehicles and manually-driven armoured vehicles.

To follow its immediate leader, an autonomous vehicle can sometimes take advantage

of a global positioning system (GPS), inter-vehicle communications, and/or lane mark-

ers/magnets. However, since the vehicle convoy is in hostile territory, GPS signals may

be jammed, inter-vehicle communications may be intercepted, and the roads may be

unstructured.

Based on this motivating example, we collaborated with Defence Research and De-

velopment Canada (DRDC) Suffield in the design and testing of a distributed control

system to allow a convoy of full-sized autonomous vehicles with large inter-vehicle spac-

ing to follow a manually-driven lead vehicle’s trajectory without cutting corners on turns.

To narrow the scope, we assumed all followers in the convoy are autonomous and focused

our design for this scenario. DRDC Suffield provided the experimental vehicles, along

1



Chapter 1. Introduction 2

with the testing facility, while we designed the vehicle-following system that was imple-

mented on each autonomous vehicle. The DRDC vehicles are MultiAgent Tactical Sentry

(MATS) vehicles, and each MATS vehicle is equipped with a pan-tilt-zoom camera and

a speed-and-steering control system. The camera measures the range and bearing to a

specified target, and the speed-and-steering control system sets the vehicle’s speed and

steering based on commanded inputs. The MATS vehicle also has wheel encoders to

measure the vehicle’s current speed and steering. With the goal of implementing our

system on the MATS vehicle, we formulated our problem based on the available sensors.

1.1 Problem Formulation

A vehicle convoy can be decomposed into identical leader-follower pairs, as shown in

Figure 1.1. Since there are no inter-vehicle communications to relay the lead vehicle’s

x

y

Last follower

Lead vehicle
manually driven

Leader-follower pair

Leader-follower pair

Leader-follower pair

Figure 1.1: Vehicle convoy decomposed into identical leader-follower pairs.

position, the goal of an autonomous follower is to track the trajectory of its immediate

leader. Focusing on one leader-follower pair, we have taken the novel approach of having

the follower track the planar trajectory of its leader delayed by a constant time, τ , as
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shown in Figure 1.2. Specifically, if (x(t), y(t)) is the position of the follower with respect

to an inertial frame and (x0(t), y0(t)) is the position of the leader with respect to the

same frame, then we want (x(t), y(t)) to track (x0(t − τ), y0(t − τ)). For brevity, we

have defined the delayed leader position, (x0(t − τ), y0(t − τ)), as (xd(t), yd(t)). The

novelty in our definition is that the tracking error for the follower is measured with

respect to the leader’s delayed position, while other definitions, e.g., constant distance

and constant headway, measure the follower’s tracking error with respect to the leader’s

current position.

x

y

(x(t), y(t))

Leader

Delayed Leader

Follower

(x0(t), y0(t))

(xd(t), yd(t)) := (x0(t− τ ), y0(t− τ ))

Figure 1.2: Leader, delayed leader, and follower in an inertial frame.

There are two main advantages to our approach: 1) tracking the delayed leader

provides us with ‘future’ delayed-leader positions since we have measurements up to the

leader’s current position; and 2) the following distance varies based on the leader’s speed.

The first advantage allows the follower to track the leader’s trajectory without having to

directly measure the leader’s speed or heading. Instead, the delayed leader’s future posi-

tions are used to estimate its speed and heading. The second advantage naturally causes

the following distance to be smaller when the leader slows down on difficult portions of

the road, e.g., turns and rough terrain. The smaller following distance allows for more

accurate measurements of the leader’s position, which will help the tracking during those

difficult portions.
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1.2 Literature Review

For a follower vehicle to track its leader, a longitudinal spacing policy is required to

separate the two vehicles. The most common spacing strategies are constant distance

and constant headway. As the name suggests, the constant-distance policy implies that

the inter-vehicle distance is constant. The policy’s spacing error, ε, in 1-D, as defined by

Swaroop and Hedrick [36], is

ε := x0 − x− l,

where x0 is the position of the leader, x is the position of the follower, and l is the desired

constant following distance. In contrast, the spacing distance in the constant-headway

policy is a function of the follower’s speed, and the policy’s spacing error, in 1-D, as

defined by Swaroop and Rajagopal [37], is

ε := x0 − x− hv,

where h is the constant headway time and v is the follower’s speed. Note that a constant

safety distance may also be added to the above equation to prevent the inter-vehicle

spacing from being zero when the follower’s speed is zero.

Once a spacing policy is chosen, different types of control systems on the follower

may be used to track the leader. These systems can be categorized with respect to

the reference frame used to estimate the leader’s trajectory. The reference frame may

be inertial (fixed to an initial position) or moving (implicitly with the follower). An

inertial reference frame requires the follower to localize its current position relative to

the reference point, while a moving reference frame does not.
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1.2.1 Moving Reference Frame

When the vehicle-following system uses a moving reference frame, the reference frame

for the leader’s trajectory is implicitly attached to the follower. As a result, the system

needs to interpolate the follower’s trajectory to the leader. Such a system has been

developed by the group from Texas A&M University (Kehtarnavaz et al. [21, 20, 22] and

Griswold et al. [17]), who tested vehicle following on their autonomous vehicle, Binocular

Autonomous Research Team (BART), which used a stereo camera to obtain the range

and bearing to the leader. Experiments using heuristic control laws resulting in only

small lateral deviations for speeds up to 8.9 m/s are reported in [21]. The experimental

trials were performed on a test track that is approximately 1.5 km in length, and the

desired following distance was set to 15 m. The experimental data in [21] is limited to two

5-minute trials and shows the range to the leader varying greatly from 7 m to 60 m. In

[17] and [20], the heuristic control laws are replaced with a neural network controller and

the experiments have a desired following distance of 21 m. The new controller seemed

to have improved the longitudinal tracking as the range varied only from 7 m to 36 m.

In [22], the group compares the neural network controller with a fuzzy logic controller

and shows the latter works better in the presence of high noise; however, only simulation

results are presented.

Fritz [13], Franke et al. [12], and Schneiderman et al. [33, 34] also present vehicle-

following systems that used a moving reference frame and a camera to track the leader.

Both Fritz and Franke et al. employed the constant-headway policy, used inter-vehicle

communications to obtain the leader’s speed and acceleration, and have commercial

trucks as the testbed. Longitudinal tracking tests with speeds up to 20 m/s with track-

ing errors of less than 2 m are presented in [13]. Lateral tracking test results around a

circular test track with an 80 m radius are also shown. The lateral errors in those tests

were less than 0.3 m. However, the longitudinal experimental data shown is less than

200 s, and the length of the lateral tests is not given. Similarly, the experimental data
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in [12] shows longitudinal errors of less than 1 m with vehicle speeds of up to 17 m/s,

but the data is limited to 50 s and seems to suggest a straight test path. In contrast,

Schneiderman et al. conducted long experimental trials with their military high-mobility

multipurpose wheeled vehicle (HMMWV) to validate robustness. In [33], they report

a top speed of 9.7 m/s with following distances of 5 m to 15 m. This performance is

improved upon in [34] with a 33 km traverse and speeds of up to 21.8 m/s. However, only

the steering was autonomous in their system, and the tracking errors in the experiments

are not given.

An alternative to using a camera to detect the relative position of the leader is to use

a laser scanner, which is employed by Papadimitriou et al. [32], Lu and Tomizuka [25, 26],

and Wang et al. [43]. To test autonomous steering control, Papadimitriou et al. conducted

low-speed experiments over short distances and report lateral errors that stayed under

0.13 m in [32] . Using the same test vehicle as Papadimitriou et al. [32], Lu and Tomizuka

manually kept the follower’s speed and inter-vehicle distance to be 8.9 m/s and 10 m,

respectively, and report a maximum lateral deviation from the road centre of around 1 m

in [25]. The maximum lateral error was improved to about 0.20 m when inter-vehicle

communications were added to transmit the leader’s deviation from the road centre,

as reported in [26]. But, in both [25] and [26], the experimental data shown is only

about 60 s. Dealing with robustness to system failure, Wang et al. [43] present two

separate control systems for their vehicle’s front and back wheels. Vehicle following was

demonstrated in the presence of a failure from either system with an experiment that

covered 270 m in 350 s. The desired following distance was 2.5 m, but the lateral tracking

error is not given.

A known shortcoming of interpolating the leader’s trajectory is that the follower

may deviate from the leader’s path [14]. This problem can be solved by storing the

leader’s trajectory, a process that requires the follower to have an inertial reference frame.

Localizing the follower’s position to the inertial frame is commonly done in two ways:
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using on-board sensors, such as wheel encoders and a heading gyro, and using GPS.

1.2.2 Absolute Localization using On-board Sensors

Localization using on-board sensors is commonly done using dead reckoning, a method

that has an unbounded accumulation of errors in the position estimates [5]. Despite the

unbounded error growth, vehicle following is still possible as demonstrated by the vision-

based vehicle-following systems of Benhimane et al. [2] and Daviet and Parent [7, 8].

Benhimane et al. conducted experiments on two small electric vehicles in which the

follower tracked a virtual leader rigidly linked by a constant distance behind the actual

leader. However, the experimental data shown is only 120 s and the maximum speed of

the follower was only 1 m/s. Daviet and Parent also performed experiments on electric

vehicles, but their vehicles traveled up to 10 m/s. The reported longitudinal and lateral

tracking errors are impressive at under 0.3 m and 0.6 m, respectively, but the data shown

is for only 30 s.

Another vehicle-following system that localized using dead reckoning is presented by

Vasseur et al. [42]. The system used a laser scanner to measure the range and bearing

to the leader. Based on these measurements, the follower was able to follow the leader

on a 2 km traverse of flat roads at speeds of 8.3 m/s and a following distance of around

21 m. The maximum lateral error for the trip was 0.73 m. A different technique for

localization using on-board sensors is visual odometry, which relies on detecting and

matching features in the surrounding environment. This method is used by Avanzini et

al. [1] in their experiments with two electric vehicles on a 250 m U-shaped path. With a

desired following distance of 6 m and a leader speed of 1 m/s, the follower was able to

maintain a distance that varied from 5.6 m to 6.8 m when using only visual odometry.

This longitudinal error was improved to less than 0.1 m when a laser scanner was added

to the leader to take measurements of the surrounding that were transmitted to the

follower to calibrate image distortions in the visual odometry.
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Although some of the above vehicle-following systems had impressive results, they

did not store the leader’s trajectory. As a result, there is a potential for large lateral

errors if the following distance gets very large or if the roads have sharp turns. This

potential problem is not an issue for the systems developed by Sukthankar [35] and

Gehrig and Stein [14], as both systems store the leader’s trajectory. In contrast to all

of the previously-mentioned works, Sukthankar focused on vehicle following at night

by designing a camera system that tracks illuminated tail lights. Using localization

from dead reckoning and range and bearing measurements from the camera system, the

leader’s trajectory was calculated and stored. The vehicle-following system then tracked

the leader’s trajectory at a constant distance ahead of the follower’s current position.

Using a look-ahead distance of 15 m, the follower was able to track the leader along a

city street at 8.9 m/s. However, the length of the test and the tracking errors are not

given. Similarly, Gehrig and Stein advocated storing the leader’s trajectory and tracking a

constant distance ahead of the follower’s position in their autonomous steering algorithm,

control using trajectory (CUT). They conducted experiments on a circular path with

and without CUT at speeds of 10 m/s and a following distance of 25 m. The resulting

maximum lateral errors for the two experiments were 0.7 m and 1.4 m, respectively, but

the experimental data shown seems to suggest that the experiments lasted only 15 s.

1.2.3 Absolute Localization using GPS

In contrast to using on-board sensors, localization using GPS does not suffer from an un-

bounded accumulation of errors. However, depending on the types of GPS and receivers

used and on the signal strength, GPS accuracy may be in the metres [44], an accuracy

level that is not suitable for vehicle following on roads that are only metres wide. This is-

sue was not a problem for the group from the University of Clermont-Ferrand (Thuilot et

al. [41] and Bom et al. [3, 4]), whose laser-scanner-equipped electric vehicles use real-time

kinetic (RTK) GPS that has an accuracy of 0.02 m. In [41], they report experiments with
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speeds of 1 m/s to 3.4 m/s along a 80 m straight path and speeds of 1 m/s to 2.3 m/s

along a 80 m curved path. The longitudinal errors for the straight-path experiments had

standard deviations of less than 0.044 m, and the data shown suggests the lateral errors

stayed under 0.25 m during the turns in the curved-path experiments. Inter-vehicle com-

munications were added to transmit the leader’s position for the experiments presented

in [3] and [4]. The experiment shown in [3] has a desired following distance of 8 m and

vehicle speeds of around 1 m/s, and the follower was able to maintain the desired distance

with an error of 0.007 ± 0.047 m (mean±standard deviation) during a 130 s test. The

experiments shown in [4] also have vehicle speeds of 1 m/s and seem to be less than 190 s

long.

To overcome the potential GPS inaccuracy, Ng et al. [30] and Jaczkowski [18] fuse

GPS measurements with on-board sensor data in their vehicle-following systems. The

system employed by Ng et al. was designed to track a virtual kinematic off-hooked trailer

attached to the leader, and experiments were conducted with a follower equipped with

a laser scanner on both paved and unpaved roads. An electric vehicle was used as the

follower in the paved-road test, and a truck is was used as the follower in the unpaved-

road test. In both cases, the vehicles speeds were around 6.9 m/s. Tracking errors are

also presented; however, the method used to calculate the tracking error does not seem

standard. On top of using GPS for localization, Jaczkowski also used a sensor suite

to generate high-resolution local maps on both the leader and the follower. The leader

would then send its maps, along with its position, to the follower to help in the trajectory

tracking. Experiments were conducted with military vehicles on a 15.9 km road course

and a 3.0 km cross-country course. On the road tests, the speeds varied from 8.3 m/s

to 18.3 m/s and the desired following distance varied from 50 m to 150 m, while on the

cross-country tests, the speed was 5.6 m/s and the desired distance varied from 50 m to

100 m. The resulting maximum lateral errors for the two sets of tests were 0.45 m and

7 m, respectively.
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Similar to Jaczkowski [18], Davis et al. [9] present experiments with military vehicles

on a long test track, a 19 km course consisting of paved and unpaved roads. In these

experiments, the follower was equipped with two vehicle-following systems: one that

tracks the leader based on only camera and radar measurements, and the other that uses

GPS waypoints transmitted from the leader, along with measurements from the camera

and a laser scanner. Although the second system was the default during sharp turns,

it was used less than 1% of the time during the experiments. In total, 36 trial runs

were conducted with the vehicle speeds varying from 5.6 m/s to 11.1 m/s on unpaved

roads and from 11.1 m/s to 16.7 m/s on paved roads. The resulting lateral error was

0.81± 0.60 m, but the follower needed to be manually realigned back onto the course an

average of 5.6 times during each trial.

1.3 Contributions of Thesis

As is evident from the literature review, there is a lack of reported research on fully

autonomous vehicle following that has extensive experimental trials without using GPS,

inter-vehicle communications, or road marker/magnets. Furthermore, to our knowledge,

experiments with two autonomous followers using only on-board sensors have not been

done before. When more than one follower is used, previous experiments have used GPS,

inter-vehicle communications, and/or road markers/magnets, e.g., Kato et al. [19], Tan

et al. [38], and Thorpe et al. [40].

This thesis has filled the above experimental gap as extensive experimental trials are

conducted with one and two autonomous full-sized follower vehicles using only on-board

sensors in a difficult test environment. In addition, the thesis contributes the novel

concept of tracking a leader vehicle delayed by a constant time. This new approach

creates a delayed leader and allows a unique technique of using past, present, and future

position measurements to estimate the delayed leader’s speed and heading. Two separate
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controllers are also designed and compared in the context of tracking the delayed leader,

and the results are detailed in the following chapters.



Chapter 2

System Architecture and Design

The development of our vehicle-following system involved the following stages:

1. Model the leader-follower pair scenario

2. Design the controller and observer for the system

3. Conduct simulations to validate the design, making refinements when necessary

4. Field test the vehicle-following system, making refinements when necessary

In this chapter, the first two stages are detailed. The last two stages are presented in

Chapters 3 and 4, respectively.

The design goal is for a follower asymptotically track a constant-velocity delayed

leader using the on-board sensors available on the MATS vehicles, i.e., camera and speed

and steering sensors. Since DRDC Suffield had three MATS vehicles available at the

time of this thesis, the system was required to work for a convoy of all three vehicles:

one manually-driven lead vehicle and two autonomous followers. Based on the setup of

the MATS vehicle, the block diagram for the vehicle-following system of an autonomous

follower is shown in Figure 2.1, where the positions and heading are relative to an inertial

frame. The follower’s camera outputs the measured range, ρm, and measured bearing, φm,

to the leader, and wheel encoders output the measured speed, vm, and measured steering,

γm, of the follower. These measurements are the inputs to the vehicle-following system,

12
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which outputs the commanded speed, vc, and commanded steering, γc into the follower.

To design the vehicle-following system, a vehicle model is needed for the follower; this is

examined in the next section.

[
x0

y0

] [
vc
γc

]




x
y
θ
v
γ




FollowerCamera

[
ρm

φm

]

[
vm
γm

]

Encoders

Vehicle-Following System

Figure 2.1: Block diagram of vehicle-following system of an autonomous follower.

2.1 Vehicle Model

For the follower vehicle’s kinematics, the bicycle model, shown in Figure 2.2, is used.

The states of the model are the position of the back wheel, (x, y), and its heading, θ.

γ

θ
v

γ

r

(x, y)

d

Centre of Rotation

States: x, y, θ
Inputs: v, γ

Steered front wheel
Fixed rear wheel

Figure 2.2: Bicycle model kinematics.

The inputs to the model are the translational speed of its rear wheel, v, and the turning

angle of its front wheel, γ. The distance between the front and rear wheels is denoted by
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d. Hence, the model equations are given by

ẋ = v cos θ

ẏ = v sin θ

θ̇ =
v

d
tan γ.

The equation for θ̇ can be seen by observing the right triangle formed by the centre of

the rear wheel, the centre of rotation, and the centre of the front wheel in Figure 2.2.

Noting that the turning radius is denoted by r,

tan γ =
d

r
.

Since

θ̇ =
v

r
,

substituting for r gives

θ̇ =
v

d
tan γ.

Since the MATS vehicle has a speed-and-steering control system that sets the vehicle

speed and steering according to the commanded inputs, we assumed a two-tier architec-

ture for the vehicle model, shown in Figure 2.3a, where the speed-and-steering control

system regulates the vehicle dynamics, while our vehicle-following system regulates the

kinematics. With this architecture, the reference and output signals of the inner loop are

the commanded speed and steering, (vc, γc), and the actual speed and steering, (v, γ),

respectively. Taking advantage of the regulated inner loop, we designed the vehicle-

following system by treating the inner loop as a unity gain, as shown in Figure 2.3b.

When we validated our design in simulation, we placed the inner loop back in using

system-identification techniques, which is further explained in Chapter 3. At this point,
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as a result of the unity-gain inner-loop assumption, the vehicle model for the follower is

ẋ = vc cos θ

ẏ = vc sin θ

θ̇ =
vc

d
tan γc.

[
vc
γc

]


x
y
θ




Dynamics
−

[
v
γ

]Follower

[
vc
γc

]
=
[
v
γ

]

Unity gain

a.

Kinematics
Vehicle-Following

System



x
y
θ


Follower

b.

Kinematics
Vehicle-Following

System

Speed & Steering
Control System

Figure 2.3: (a) Inner/outer loop architecture for the follower. (b) The outer-loop con-
troller is designed by assuming the inner loop is a unity gain.

The vehicle-following system is still to be determined. However, it is obvious that

control laws are required in the system. Based on the bicycle kinematics, we designed

two separate controllers for the follower vehicle. The first controller is designed based

on linearizing the bicycle model about a point ahead, an idea that can be found in [11]

by Francis. The second controller is designed by linearizing about a constant-velocity

trajectory. The next sections examine the two controller designs.
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2.2 Point-ahead Controller

To derive the point-ahead controller, the following definitions are required:

z :=



x

y


 , r :=




cos θ

sin θ


 , J :=




0 −1

1 0


 ,

where z is the position vector, r is the unit heading vector, and J is the rotation matrix

of π
2
. The point ahead, p, is defined as

p := z + κr,

where κ > 0 is the actual distance ahead in metres. Differentiating p yields

ṗ = ż + κṙ = vcr +
κvc

d
tan γc Jr.

Defining a new input, ũ, as

ũ := vcr +
κvc

d
tan γc Jr,

gives

ṗ = ũ.

Hence, the kinematic bicycle can be treated as an integrator, as shown by the linearized

controller diagram in Figure 2.4. The bicycle model is now a two-input two-output decou-

pled system with integrators on the diagonal. Since the follower should asymptotically

track its constant-velocity delayed leader with zero steady-state error, pd is nominally a

ramp and proportional-integral (PI) control can be used with

C̃(s) =

(
kp +

ki

s

)
I2,
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where I2 is the 2x2 identity matrix.

e−sτ C̃(s)
−

1
sI2

p0 pd ũ p

Figure 2.4: Linearized point-ahead controller diagram.

However, the real inputs into the bicycle model are vc and γc. Thus, vc and γc need

to be computed from ũ. By defining

ψ :=
κvc

d
tan γc

so that

ũ = vcr + ψJr,

and using the fact that r and Jr are orthogonal vectors, vc and ψ can be obtained

immediately:

vc = rTũ

ψ = (Jr)Tũ.

Subsequently, γc can be obtained from ψ and vc through

γc = tan−1

(
ψd

κvc

)
.

Since γc is undefined for vc = 0, a minimum positive vc needs to be specified. Furthermore,

because γc is a function of vc, linearizing about a point ahead results in coupled speed

and steering commands.
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2.2.1 Setting Gains using Pole Placement

To pick the controller gains, we used pole placement. The rationale for using pole place-

ment is that the pole locations in our system are directly related with the size of the

gains; the further left the poles, the larger the gains. Thus, placing poles gives a system-

atic way of finding the largest set of gains that still yields stable follower behaviour. In

our case, this largest set results in the best follower performance.

From Figure 2.4, the characteristic polynomial of the linearized system is

s2 + kps+ ki. (2.1)

To avoid oscillatory effects, the closed-loop poles are placed on the negative real axis.

Let a and b be the pole locations; then, the desired characteristic polynomial is

(s− a)(s− b) = s2 − (a+ b)s+ ab. (2.2)

By comparing (2.1) with (2.2), algebraic equations for the gains in terms of the pole

locations are obtained:

kp = −(a+ b).

ki = ab

2.3 Decoupled Controller

Because the speed and steering commands in the point-ahead controller are coupled,

tuning the gains to achieve good tracking behavior is not intuitive. As a result, we

designed another controller that is decoupled in the longitudinal and lateral directions

and, thus, is more intuitive to tune. The decoupled controller is designed by linearizing

the bicycle model about a constant-velocity trajectory, which decouples the vehicle model
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and allows the use of decoupled control laws. The derivation of the decoupled vehicle

model begins with the definition of the longitudinal and lateral tracking errors, (ε1, ε2):



ε1

ε2


 :=




cos θd sin θd

− sin θd cos θd






xd − x

yd − y


 , (2.3)

where θd is the heading of the delayed leader. Note that (ε1, ε2) −→ 0 if and only if

(xd − x, yd − y) −→ 0. As a result, if (ε1, ε2) is regulated to zero, then we have achieved

our goal of tracking a constant-velocity delayed leader.

Continuing with the vehicle-model derivation, the follower is assumed to be perfectly

tracking a constant-velocity delayed leader (i.e., speed and heading are constant), and a

variation about that trajectory is considered:

x(t) = xd(t) + δx(t)

y(t) = yd(t) + δy(t)

θ(t) = θd + δθ(t)

vc(t) = vd + δvc(t)

γc(t) = γd + δγc(t) = δγc(t).

Similarly, variations in the tracking errors about the same trajectory are

ε1(t) = 0 + δε1(t) = δε1(t)

ε2(t) = 0 + δε2(t) = δε2(t).
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Substituting the variations into (2.3) gives

δε1 = (xd − xd − δx) cos θd + (yd − yd − δy) sin θd

= − cos θdδx− sin θdδy

δε2 = −(xd − xd − δx) sin θd + (yd − yd − δy) cos θd

= sin θdδx− cos θdδy.

Taking derivatives yields

δε̇1 = − cos θdδẋ− sin θdδẏ (2.4)

δε̇2 = sin θdδẋ− cos θdδẏ. (2.5)

In addition, substituting the variations into the bicycle model and keeping only first-order

effects gives

δẋ = cos θdδvc − vd sin θdδθ (2.6)

δẏ = sin θdδvc + vd cos θdδθ (2.7)

δθ̇ =
vd

d
δγc. (2.8)

Plugging (2.6) and (2.7) into (2.4) and (2.5) yields

δε̇1 = − cos θd(cos θdδvc − vd sin θdδθ)− sin θd(sin θdδvc + vd cos θdδθ)

= −δvc (2.9)

δε̇2 = sin θd(cos θdδvc − vd sin θdδθ)− cos θd(sin θdδvc + vd cos θdδθ)

= −vdδθ. (2.10)
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By defining the heading error, ε3, as

ε3 := θd − θ = δθ =: δε3, (2.11)

(2.8)–(2.11) are combined to give our local kinematic model:

δε̇1 = −δvc

δε̇2 = vdδε3

δε̇3 = −vd

d
δγc.

From the variation definitions, our local model, as a function of the actual tracking errors

and control signals (i.e., dropping the δ’s), is equivalently

ε̇1 = vd − vc

ε̇2 = vdε3 (2.12)

ε̇3 = −vd

d
γc.

This completes the derivation of the vehicle model.

To perfectly track a constant-velocity delayed leader, vc and γc should be chosen

such that (ε1, ε2) −→ 0 as t −→ ∞ in (2.12). Noting that (2.12) is decoupled in the

longitudinal and lateral directions, we chose

vc = vd + kp,1ε1, (2.13)

for the commanded speed. The corresponding longitudinal closed-loop system is

ε̇1 = −kp,1ε1,
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which is asymptotically stable for all positive kp,1. For the commanded steering, we chose

γc = kp,2ε2 + kp,3ε3. (2.14)

The corresponding lateral closed-loop system is



ε̇2

ε̇3


 =




0 vd

−kp,2 −kp,3






ε2

ε3


 ,

which is asymptotically stable for all positive vd, kp,2, and kp,3. Hence, with these choices

for vc and γc, a constant-velocity delayed leader can be tracked with zero steady-state

error.

2.3.1 Look-ahead Feature

After some initial field trials, we discovered that the follower was turning wide, which

caused a large lateral error. We hypothesized that the wide turns were caused by low

gains in our controller and delays in the vehicle’s steering dynamics. To compensate, we

added a look-ahead feature for the lateral controller, a feature that is commonly used in

autonomous vehicles (e.g., Gehrig and Stein [14], Marshall et al. [28], and Papadimitriou

et al. [32]). However, unlike others that use a constant-distance look-ahead, our look-

ahead feature is based on a constant time, which allows for consistent follower behaviour

across different speeds. Our look-ahead point is defined as

(xl(t), yl(t)) := (x0(t− τ + l), y0(t− τ + l)), 0 ≤ l ≤ τ,

where l is a constant, but configurable, look-ahead time. With a look-ahead time defined,

the heading error is computed by

ε3 = θl − θ,
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where θl is the heading of the look-ahead point. Note that the look-ahead feature does

not have an effect when the leader is traveling in a straight trajectory.

2.3.2 Integral Terms

Also through early field trials using (2.13) and (2.14) as our control laws, we discovered

that the longitudinal tracking error was not going to zero on straightaways and that

there was a constant lateral tracking error when there was a constant side slope on the

road. For the longitudinal error, we hypothesized that there may be a model uncertainty,

δ1, introduced through linearizing about a constant-velocity trajectory. As a result, our

longitudinal model may, in actuality, be

ε̇1 = vd − vc + δ1.

Assume δ1 is relatively slow-varying so that it can be treated as a constant; if (2.13) is

applied to the above longitudinal model, then the closed-loop system becomes

ε̇1 = −kp,1ε1 + δ1,

which is asymptotically stable with equilibrium at ε1 = δ1
kp,1

. To make sure ε1 −→ 0, an

integral term on ε1 was added to the commanded speed:

vc = vd + kp,1ε1 + ki,1

∫ t

0

ε1(q)dq.

As a result, the corresponding longitudinal closed-loop system is

ε̇1 = −kp,1ε1 − ki,1

∫ t

0

ε1(q)dq + δ1.
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Let temporary variables (z1, z2) := (
∫ t

0
ε1(q)dq, ε1); the longitudinal closed-loop system

is equivalently 

ż1

ż2


 =




0 1

−ki,1 −kp,1






z1

z2


+




0

δ1


 ,

which is asymptotically stable with equilibrium at (z1, z2) = ( δ1
ki,1
, 0). Hence, adding the

integral term helps make ε1 −→ 0 in the presence of a slow-varying model uncertainty.

For the constant lateral error on a constant side slope, we believe the slope introduces

a constant bias, δ2, into the steering of our lateral vehicle model, resulting in

ε̇2 = vdε3

ε̇3 = −vd

d
(γc + δ2).

The justification for this additive bias is to imagine trying to drive straight on a road

with a constant side slope. In this situation, to keep the vehicle’s heading from changing,

the steering wheel must be kept at a constant angle in the opposite direction of the slope.

Using the same argument for tracking a constant-velocity trajectory, the change in the

follower’s heading error, ε̇3, should be zero only when γc correctly compensates for the

bias, δ2, introduced by the constant side slope. Under this assumption, applying (2.14)

would result in the following closed-loop system:



ε̇2

ε̇3


 =




0 vd

−vd
d
kp,2 −vd

d
kp,3






ε2

ε3


+




0

−vd
d
δ2


 ,

which is asymptotically stable with equilibrium (ε2, ε3) = (−δ2
kp,2

, 0). Similar to the longi-

tudinal control, adding an integral term on ε2 would ensure ε2 −→ 0. Thus, the control

law becomes

γc = kp,2ε2 + ki,2

∫ t

0

ε2(q)dq + kp,3ε3.
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Let temporary variables (z3, z4, z5) := (
∫ t

0
ε2(q)dq, ε2, ε3); the corresponding closed-loop

system is 


ż3

ż4

ż5




=




0 1 0

0 0 vd

−vd
d
ki,2 −vd

d
kp,2 −vd

d
kp,3




︸ ︷︷ ︸
A




z3

z4

z5




+




0

0

−vd
d
δ2



. (2.15)

Picking values of kp,2, ki,2, and kp,3 such that the eigenvalues of the above A matrix are

in the open-left-half plane ensures that the above system is asymptotically stable with

equilibrium at (z3, z4, z5) = (−δ2
ki,2
, 0, 0). Hence, adding the integral term on the lateral

control law eliminates the constant lateral error associated with a constant side slope.

2.3.3 Pole Placement and Lateral Gain Scheduling

Similar to the point-ahead controller, we used pole placement to find the largest set

of gains that still yields stable follower behaviour. For the longitudinal control, the

characteristic polynomial is

s2 + kp,1s+ ki,1. (2.16)

To avoid oscillatory effects, the closed-loop poles are placed on the negative real axis.

Let a and b be the pole locations; then, the desired characteristic polynomial is

(s− a)(s− b) = s2 − (a+ b)s+ ab. (2.17)

By comparing (2.16) with (2.17), we get algebraic equations for the gains in terms of the

pole locations:

kp,1 = −(a+ b)

ki,1 = ab.
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The lateral control is more involved. From (2.15), it is obvious that the eigenvalues

of the A matrix are dependent on vd. As a result, the closed-loop dynamics of the

lateral control may vary greatly over a range of different speeds. To keep the closed-loop

dynamics consistent, pole placement is used for gain scheduling across different speeds.

This approach yields consistent lateral gains across all speeds, which is not possible with

a fixed set of gains.

The lateral gain scheduling is done by comparing the characteristic polynomial of

(2.15) with the characteristic polynomial from the desired pole locations. The character-

istic polynomial of (2.15) is

s3 +
vd

d
kp,3s

2 +
v2

d

d
kp,2s+

v2
d

d
ki,2. (2.18)

Again, let the real pole locations be a, b, and c; then, the desired characteristic polynomial

is

(s− a)(s− b)(s− c) = s3 − (a+ b+ c)s2 + (ab+ ac+ bc)s− abc. (2.19)

By comparing (2.18) with (2.19), algebraic equations for the gains in terms of the pole

locations are obtained:

kp,2 = d
ab+ ac+ bc

v2
d

ki,2 = −dabc
v2

d

kp,3 = −da+ b+ c

vd

.

Based on the above equations, lateral gains can be continuously calculated for any vd > 0.

To avoid the vd = 0 case, a minimum positive vd is required.
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2.4 Nonlinear Observer

To implement the point-ahead controller, the positions and headings of the follower and

the delayed leader are required to estimate pd − p. For the decoupled controller, in

addition to the positions and headings of both vehicles, the delayed leader’s speed and

the heading of the look-ahead point are also required. Hence, the inputs to the point-

ahead controller are a subset of the inputs to the decoupled controller, as shown in

Figure 2.5. The MATS vehicle’s on-board sensors do not measure any of the required

signals directly. Instead, a nonlinear observer is implemented to estimate the required

inputs.

−

pd

p

[
zd

θd

]

p = z + κr

[
vc
γc

]

p = z + κr

a.

b.

Decoupled
Controller

Point-Ahead
Controller




xd, x
yd, y
θd, θ
vd, θl




[
z
θ

]




xd, x
yd, y
θd, θ
vd, θl




[
vc
γc

]

Figure 2.5: (a) Decoupled controller diagram. (b) Point-ahead controller diagram. Note
that the inputs to the point-ahead controller are a subset of the inputs to the decoupled
controller.

The inputs to the nonlinear observer are the outputs of the follower’s measurement

sensors, as shown in Figure 2.6. Recall that the sensors consist of a camera and wheel

encoders. The camera measures the range and bearing to the leader vehicle, and the

wheel encoders measure the follower’s speed and steering. From these measurements,

the nonlinear observer estimates the inputs required for the point-ahead and decoupled

controllers. The controllers are represented by a generic ‘controller’ box in Figure 2.6.
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Figure 2.6: Top-level diagram of overall system.

2.4.1 Dead Reckoning

The follower’s position is estimated using dead reckoning. From the vehicle kinematics,

ẋ = vc cos θ

ẏ = vc sin θ

θ̇ =
v

d
tan γ,

the follower’s position and heading can be estimated from the measured speed and steer-

ing using

θ̂(t) =

∫ t

0

vm(q)

d
tan γm(q)dq + θ(0)

x̂(t) =

∫ t

0

vm(q) cos θ̂(q)dq + x(0)

ŷ(t) =

∫ t

0

vm(q) sin θ̂(q)dq + y(0).

Clearly, initial values for the position and heading are required, but these can easily be

set to zero or be initialized to the DGPS measurement values. Although this setup works

in simulation, it did not work on the MATS vehicle. The reason is that the steering sensor

is located on the steering column, rather than the front wheels. Since there is significant

‘play’ between the steering wheel and the front wheels, the steering measurements do

not accurately represent the direction of the front wheels, especially on sloped roads. As



Chapter 2. System Architecture and Design 29

a result, the heading estimate is highly inaccurate, causing the position estimates to be

even worse. An detailed example is given in Section 4.2. To fix this problem, we added a

heading gyro to the MATS vehicle, which measures the vehicle’s heading. Note that the

gyro actually measures the vehicle’s turning rate and integrates to obtain the vehicle’s

heading. However, since the gyro outputs the heading, for simplicity, we assumed the

heading to be the measurement.

The overall system diagram is updated with the heading gyro in Figure 2.7. Now, the

follower’s heading is measured by the gyro instead of being estimated from the steering

measurement. Hence, the follower’s steering, γ, no longer appears in the follower’s output.

The follower’s position estimates are now obtained using

x̂(t) =

∫ t

0

vm(q) cos θm(q)dq + x(0)

ŷ(t) =

∫ t

0

vm(q) sin θm(q)dq + y(0).

A block diagram of this new dead-reckoning process is shown in Figure 2.8.

[
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[
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φm

]

[
vm
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]

Encoders
& Gyro




x̂d, x̂
ŷd, ŷ

θ̂d, θm
v̂d, θ̂l




Figure 2.7: Updated top-level diagram of overall system with heading gyro.

As previously mentioned in Section 1.2.2, the uncertainty in the position estimates

using dead reckoning grows unbounded with time [5]. One necessary condition for our

design to work is that the uncertainty in the input to the controller must be bounded.

This may not be obvious since the follower’s position is estimated through dead reckoning.

However, proofs of the uncertainty in both the point-ahead and decoupled controllers’

inputs being bounded are given in Appendix A.
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1
sv cos θ

v sin θ
ŷ

x̂ˆ̇x

ˆ̇y
θm

vm

1
s

Figure 2.8: Dead-reckoning process using measured speed and heading as inputs.

2.4.2 Delayed Leader and Look-Ahead Point Estimations

The remaining controller inputs to be estimated in Figure 2.7 are the delayed leader’s

position, heading, and speed, along with the heading of the look-ahead point. As shown

in Figure 2.9, the leader’s position can be estimated from the range and bearing and the

follower’s estimated position and measured heading. Specifically,

x̂0(t) = x̂(t) + ρm(t) cos(θm(t) + φm(t))

ŷ0(t) = ŷ(t) + ρm(t) sin(θm(t) + φm(t)).

Note that the offsets between the camera and the follower’s rear axle and between the

target and the leader’s rear axle need to be taken into consideration, but is left out for

simplicity of explanation. From its definition, the delayed leader estimated position is

obtained by

x̂d(t) = x̂0(t− τ)

ŷd(t) = ŷ0(t− τ),
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and, similarly, the estimated look-ahead point is

x̂l(t) = x̂0(t− τ + l)

ŷl(t) = ŷ0(t− τ + l).

Leader

Follower

x

y

ρ

φ

θ

(x, y)

(x0, y0)

Figure 2.9: Obtaining the leader’s position from the range and bearing and the follower’s
position and heading.

Since the above positions are in continuous time, we can differentiate to obtain ( ˙̂xd, ˙̂yd)

and ( ˙̂xl, ˙̂yl), the derivatives of the estimated positions. Again, using the vehicle kinemat-

ics, the delayed leader’s speed and heading can be estimated with

v̂d =

√
˙̂x2
d + ˙̂y2

d

θ̂d = atan2( ˙̂xd, ˙̂yd),

where atan2 is the four-quadrant arctangent. Likewise, the estimated look-ahead point’s

heading is

θ̂l = atan2( ˙̂xl, ˙̂yl).

However, in implementation, the signals are not continuous-time, but are discrete-
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time. Consequently, differentiating to obtain ( ˙̂xd, ˙̂yd) and ( ˙̂xl, ˙̂yl) is not straight forward.

Furthermore, there is noise associated with sensor measurements, making signal esti-

mation more difficult. The following section details the implementation of the vehicle-

following system, along with handling noise and possible data dropout.

2.5 Implementation

In the actual implementation of our vehicle-following system on the MATS vehicle, the

measured signals are sampled and the commanded speed and steering are held, as shown

in Figure 2.10. The S is the sampler, the H is the hold, and the dashed lines represent

discrete-time signals. From the vehicle-following system’s perspective, there is only one

sampling rate. Although the sensor measurements are sensed at different rates, the

measurements are passed synchronously into the nonlinear observer. The diagrams for

the sampler and hold are shown in Figure 2.11. The output of the sampler takes on the

value of the input at every kT , where T is the sampling period and k ∈ N0. The output

of the hold is

u(t) = u(kT ), kT ≤ t < (k + 1)T.
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ŷd, ŷ

θ̂d, θm
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Figure 2.10: Top-level diagram of overall sampled-data system.

From Figure 2.10, it is obvious that we need discrete-time equivalents of the nonlinear

observer and controller blocks. For the controller block, its discrete-time equivalent



Chapter 2. System Architecture and Design 33

u(t)
S H

u(kT )y(kT )y(t)

Sampler Hold

Figure 2.11: Sampler and hold diagrams.

is fairly straight forward since both the point-ahead and decoupled controllers are PI

controllers. As a result, the controller conversion requires only discretizing the integrator

for which we used the trapezoidal rule. The discrete-time equivalent of the nonlinear

observer is more complex since the range and bearing are expected to be noisy and

differentiation (to estimate the delayed leader’s speed and heading) in discrete time is

inherently difficult.

A diagram of the discrete-time nonlinear observer is shown in Figure 2.12. The dead

reckoning is the same as the continuous-time version except the integrators are replaced

with their discrete-time equivalents using the trapezoidal rule. The dead reckoning out-

puts the follower’s estimated position and measured heading, which are also outputs

of the nonlinear observer. The follower’s position and heading are buffered to match

smoothed range and bearing measurements to produce a ‘window’ of leader positions.

The follower’s position and heading do not need to be smoothed because they are pro-

duced from integration processes, which naturally smooth the signals (the heading is

produced from the gyro integrating the follower’s turning rate). However, the range and

bearing are expected to be noisy and thus are smoothed. Once the window of leader

positions is obtained, separate lines are fitted to the x0 and y0 positions centred around

t − τ . The resulting slopes are used as estimates of ẋd and ẏd, which allows v̂d and θ̂d

to be computed. A similar process is used to compute θ̂l. The details of smoothing the

range and bearing and estimating the delayed leader’s speed and heading are provided

in the following sections.



C
h
a
p
t
e
r

2
.

S
y
st

e
m

A
r
c
h
it

e
c
t
u
r
e

a
n
d

D
e
sig

n
34

T
2

z+1
z−1v cos θ

v sin θ
ŷ
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Line Fitter

Line Fitter

{. . . , x̂0[], . . . }
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-likewise for φ̂, θm, ẑ, x̂0, and ŷ0
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Figure 2.12: Discrete-time nonlinear observer.
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2.5.1 Smoothing the Range and Bearing Measurements

The range and bearing measurements are expected to be noisy. Our approach to deal

with the noise is the same for both the range and bearing measurements. Henceforth,

we will discuss only the range measurements.

To calculate the delayed leader’s position, ρ(t − τ) is needed. There are range mea-

surements from time 0 to t, so future measurements can be used to smooth the estimate

at t− τ . We took the approach of using cubic splines to fit a curve to the measurements.

These piecewise polynomials have the advantage of continuous first and second deriva-

tives and minimize the curvature of the fitted curved [24]. The continuous first derivative

is helpful as the derivative of the range is implicitly used in the derivative of the delayed

leader’s position, which is used to calculate the delayed leader’s speed and heading. The

property of minimum curvature gives the curve a smooth appearance.

A window of measurements centred around t − τ is used to estimate ρ(t − τ). This

window size, n, is configurable, but, of course, needs to be less than or equal to 2τ since

we have measurements up to only time t. Note that if a positive look-ahead time, l, is

specified, then n needs to be less than or equal to 2(τ − l). A diagram of the smoother

is shown in Figure 2.13. The smoother can handle occasional data dropouts, which may

occur with a camera on moving vehicles. The splines, Sj, used to fit the data are identical,

separated by a configurable q seconds, and set to be 4q in width. The number of splines

is determined by n and q, and only splines affected by the data points are considered,

meaning there are splines located outside the smoother window. The fitted curve in the

summation of the splines, which are scaled by the coefficients, cj, respectively.

In more detail, the splines used in the smoother are a shifted version of the spline
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Figure 2.13: Smoother using cubic splines.

given by Constable and Parker [6]:

S(t) =





(2 + t)3, −2 ≤ t ≤ −1

4− 6t2 − 3t3, −1 ≤ t ≤ 0

4− 6t2 + 3t3, 0 ≤ t ≤ 1

(2− t)3, 1 ≤ t ≤ 2.

Let Sj(t), j = 1, . . . , p be the jth cubic spline, and given p splines, a curve f(t) can be

constructed by

f(t) =

p∑

j=1

cjSj(t),

where cj is the coefficient used to scale its corresponding spline. To fit a curve to a

window of range measurements, we need to find the cj’s.

Similar to Teanby [39], f(t) is sampled to create a vector and least squares is used

to solve for the cj’s. Since, in the n-second smoother window, there are m := n
T

range

measurements from t1 := t− τ − n
2

to tm := t− τ + n
2
, f(t) can be written as

f = Ac, (2.20)
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where f is the n-dimensional vector with fi = f(ti), A is the n×p matrix with Aij = Sj(ti),

and c is the p-dimensional vector of coefficients. The optimal c in the least-squares sense

is obtained by minimizing the following objective function:

Φ =
1

2

n∑

i=1

(w − f)2

=
1

2

n∑

i=1

(w −Ac)2

where w is m-dimensional vector with wi = ρm(ti). Differentiating Φ with respect to c

and setting the derivative equal to zero results in the standard least-squares solution:

c = (ATA)−1ATw. (2.21)

Hence, f is computed using (2.20) and f(t− τ) is used as the estimate for ρm(t− τ).

2.5.2 Handling Data Dropouts

With a camera on a moving vehicle on bumpy roads, invalid range and/or bearing mea-

surements may be common. Detecting these dropouts is first done on the camera system

and then is relayed to the smoother by setting the range and bearing to known invalid

values. In our vehicle-following system, an invalid range is a number greater than or

equal to 1000, and an invalid bearing is greater than or equal to π. The smoother ignores

any invalid values and fits a curve only to the valid data.

Since the smoother uses cubic splines that are finite in width, it can only handle up

to a finite number of consecutive dropouts. Specifically, at least one valid data point

is required in the time period covered by each spline to avoid a singularity in (2.21).

Because there are splines located outside the smoother window where the first and last

splines only cover q seconds each (similar to the setup shown in Figure 2.13), the number

of consecutive dropouts must be less than q
T

.
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2.5.3 Discrete-time Speed and Heading Estimations

By fitting curves to the range and bearing measurements, respectively, estimates ρ̂(t1), . . . , ρ̂(tm)

and φ̂(t1), . . . , φ̂(tm) are obtained. These estimates are combined with the follower’s es-

timated position and measured heading over the same time period using

x̂0(t) = x̂(t) + ρ̂(t) cos(θm(t) + φ̂(t))

ŷ0(t) = ŷ(t) + ρ̂(t) sin(θm(t) + φ̂(t))

to get estimates of the leader’s position from t1 to tm. To estimate ẋd, a line is fitted over

a window of x̂0(t) values centred around t− τ and the slope is used as ˆ̇xd, the estimate of

ẋd. This is shown in Figure 2.14. The line-fitting window size is configurable, but must

be less than or equal to the size of the smoother window.

(t− τ)

x̂0

∆t

∆x̂0

t

ˆ̇xd = ∆x̂0

∆t

Line-fitting Window

Figure 2.14: Line fitting to estimate ẋd.

Again, least squares is used to fit the line. Assume the line-fitting window is the same

size as the smoother window, i.e., all the x̂0(t) values from t1 to tm are used; then the

fitted line over the windowing period can be written in vector form as

x0 = Bd, (2.22)

where x0 is the m-dimensional vector with the ith row being the value of the line at ti,
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B is the m × 2 matrix with Bi,1 = 1 and Bi,2 = ti, and d := (d1, d2), where d1 is the

line constant and d2 is the slope of the line. The optimal d in the least-squares sense is

obtained by minimizing the following objective function:

Ψ =
1

2

n∑

i=1

(x̂0 − x0)
2

=
1

2

n∑

i=1

(x̂0 −Bd)2 ,

where x̂0 is m-dimensional vector with x̂0,i = x̂0(ti). Differentiating Ψ with respect to d

and setting the derivative equal to zero results in the standard least-squares solution:

d = (BTB)−1BTx̂0. (2.23)

Hence, d2 is used as the estimate for ẋd.

The same method is used to estimate ẏd. Once ˆ̇xd and ˆ̇yd are computed, the delayed

leader’s estimated speed and heading are calculated using

v̂d =

√
ˆ̇x2

d + ˆ̇y2
d

θ̂d = atan2(ˆ̂xd, ˆ̇yd).

This line-fitting technique is also used to estimate the look-ahead point’s heading, θl.

2.5.4 Starting and Stopping

Since the follower is tracking the delayed leader, if the leader is not moving, then the

follower will want to be at the exact same position as the leader. This condition occurs

during starting and stopping situations. To handle the startup situation, the follower has

a startup mode where it waits for the leader to move before it moves. This is done by

storing the initial range to the leader and checking subsequent range measurements to
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the initial measurement to ensure that the leader has moved. An initial range tolerance

is used to avoid false starts due to measurement noise.

For the stopping situation, the follower’s current range to the leader is again used.

This time, the range is compared with a safety distance that is a function of the follower’s

speed and the time delay. The safety distance is given by

dsafe = λsafevmτ + ρsafe,

where λsafe is a configurable percentage and ρsafe is a configurable constant safety distance.

If the current range is smaller than dsafe, then the follower stops, stores the current range

as the initial range, and returns to startup mode.

Another issue with tracking the delayed leader is that the smoothers and buffers for

the range, bearing, position, and heading are not populated when the vehicle-following

system first starts up. To avoid this problem, the smoothers and buffers data are pop-

ulated with initial range, bearing, position, and heading values, respectively. Although

unnecessary, initial position and heading values are obtained by DGPS measurements so

that the estimate values can be easily be compared with the DGPS ground truth1 after

the trial.

2.5.5 Bumpless Transfer and Anti-Windup

During startup, the follower is positioned behind the leader, which causes a large longitu-

dinal error between the delayed leader and the follower. Since both the point-ahead and

decoupled controllers are designed to regulate the tracking errors to zero, the commanded

speed will be large at the start, which is undesirable. Since both controllers have integral

terms, initial integral values can be set such that there is a ‘bumpless transfer’ between

1DGPS measurements (except heading) are the most accurate measurements we employ and hence
serves as ground truth for other sensor measurements.
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the commanded speed and the initial speed of zero.

For the point-ahead controller, since

vc = rTũ,

ũ being zero ensures vc equals zero. Given

ũ = kp(pd − p) + ki

∫ t

0

(pd − p)(q)dq

=: kp(pd − p) + kiĨ,

where Ĩ represents the integral term, initializing

Ĩ = −kp(pd − p)

ki

will ensure the commanded speed starts off at zero.

For the decoupled controller,

vc = vd + kp,1ε1 + ki,1

∫ t

0

ε1(q)dq

=: vd + kp,1ε1 + ki,1I1,

where I1 represents the integral term. Thus, initializing

I1 = −vd + kp,1ε1

ki,1

will ensure a bumpless transfer to the initial commanded speed.

Another implementation issue with integral terms is ‘windup’, which occurs when the

follower’s speed or steering hits its physical limits and saturates. When the follower’s

speed or steering saturates, it can no longer execute the commanded speed or steering,
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causing the tracking errors to continuously increase and the integral terms to continu-

ously accumulative those errors, hence, winding up. Thus, the saturation limits need

to be taken into account and checks are required to ensure that the integral terms stop

accumulating when a saturation limit is hit.



Chapter 3

Simulation Model

To validate our design, we created a simulation environment in Simulink, a MathWorks

product that allows for the simulation of mathematical models. The simulation block

diagram for a leader-follower pair is shown in Figure 3.1. This diagram is similar to the

top-level diagram shown in Figure 2.10 except that the leader vehicle is included. The

reason for including the leader vehicle is that we wanted the leader’s path to be created

by the same model used to represent the follower.
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Figure 3.1: Simulation block diagram for a leader-follower pair.

The simulation environment consists of hardware components (the leader, the fol-

lower, the camera, and the encoders and gyro) and software components (the nonlinear

observer and the controller), and its objective is to test the software by emulating the

behaviour of the hardware components. This emulation is done by using mathematical

models to represent the physical components.

43
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3.1 Vehicle Model

To simulate realistic vehicles, the vehicle model needs to include both dynamics and

kinematics. From our controller design, the kinematics are represented by the bicycle

model. The throttle and steering dynamics are represented by separated transfer func-

tions obtained using system identification. Since both the leader and the follower are

MATS vehicles, we assumed both vehicle’s throttle and steering dynamics will be sim-

ilar. Hence, we used the same transfer functions to represent the dynamics of both

vehicles. A more detailed view of the vehicle model is shown in Figure 3.2.




x
y
θ
v




Steering

Bicycle
Model

Throttle
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v

γ

Figure 3.2: Vehicle model block diagram with throttle and steering dynamics and bicycle
kinematics.

To fit transfer functions to the throttle and steering, we gathered test data from a

MATS vehicle and compared the commanded inputs with the measured outputs. As

shown in Figure 3.3, the throttle step response is similar to that of an underdamped

second-order system of the form

T (s) =
ω2

n

s2 + 2ζωn + ω2
n

,

where ωn is the natural frequency and ζ is the damping ratio, while the steering response1

1The steering ‘drift’ from 0.59 rad and −0.54 rad was caused by a mechanical issue that has, subse-
quently, been fixed.
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is similar to that of a first-order system of the form

S(s) =
1

τγs+ 1
,

where τγ is the time constant.
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Figure 3.3: (a) Commanded speed, measured speed, and simulated speed output. (b)
Commanded steering, measured steering, and simulated steering output.

The damping ratio and the natural frequency for the second-order system can be

calculated from the percent overshoot, %OS, and the time-to-peak, Tp:

ζ =

√
ln2
(

%OS
100

)

π2 + ln2
(

%OS
100

) , ωn =
π

Tp

√
1− ζ2

.

The time constant for the first-order system can be calculated from the settling time, Ts:

τγ =
Ts

4
.

From the experimental data, ζ, ωn, and τγ, were found to be 0.55, 0.83 rad/s, and 0.45 s,

respectively. This technique for modeling the throttle and steering dynamics worked
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reasonably well as the same commanded speed and steering inputs produced similar

simulated and measured outputs, as shown in Figure 3.3.

3.2 Camera Model

The goal of creating the camera model is to emulate the range and bearing measured

by the camera, (ρm, φm), using the positions and headings of a leader-follower pair,

(x0, y0, θ0, x, y, θ). For the MATS vehicle, there is an offset, oc, between the camera

and the rear axle of the follower and an offset, ot, between the target located on the

back of the leader vehicle and its rear axle. As a result, the range and bearing to centre

point of the camera, (ρc, φc), is not the range and bearing between the rear axles of both

vehicles, as depicted in Figure 3.4. From geometry, the camera’s position, (xc, yc), and

the target’s position, (xt, yt), can be computed using

xc = x+ oc cos θ

yc = y + oc sin θ

xt = x0 − ot cos θ0

yt = y0 − ot sin θ0.

Hence, given the camera and target offsets, the range and bearing to camera’s centre

point can be computed from the leader’s and follower’s positions and headings using

ρc =
√

(xt − xc)2 + (yt − yc)2

φc = atan2(yt − yc, xt − xc)− θ.

In addition to the camera and target offsets, the DefendIR 5000 camera used by the
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Figure 3.4: The range and bearing to centre point of the camera is not the range and
bearing between the rear axles of both vehicles.

MATS vehicle has a lens offset created by the monocular camera being located left of the

camera’s centre, which is shown in Figure 3.5. This lens offset, ol, causes the actual range

and bearing to the camera’s lens, (ρa, φa), to be different from the range and bearing to

the camera’s centre. However, the relationship behind the two ranges and bearings is

easily derived using the diagram in Figure 3.5:

ρa =
√

(ρc cosφc)2 + (ρc sinφc − ol)2

φa = atan2(ρc sinφc − ol, ρc cosφc).

Monocular Camera

φc

ρcρa

φa

Target

Camera Lens ol

Figure 3.5: DefendIR 5000 camera used by the MATS vehicle.
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Finally, there are many sources of noise that affect the camera’s range and bearing

measurements, (ρm, φm), e.g., vehicle vibration, road bumps, and lighting conditions. To

test our system’s robustness to the expected noise, we modeled the measured range and

bearing as the actual range and bearing to the camera lens plus additive zero-mean white

Gaussian noises:

ρm = ρa + nρ

φm = φa + nφ,

where nρ ∼ N(0, σ2
ρ) and nφ ∼ N(0, σ2

φ) are uncorrelated noises on the range and bearing

with variances σ2
ρ and σ2

φ, respectively. The variances were chosen based on comparing

actual camera measurements from a test trial with the DGPS ground truth. An example

is shown in Figure 3.6, where σ2
ρ is computed from the range error and σ2

φ is computed

from the bearing error. For the example, σ2
ρ = 0.18 m2 and σ2

φ = 8.3× 10−4 rad2.
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Figure 3.6: (a) Ranges from DGPS and camera measurements. (b) Bearings from DGPS
and camera measurements. (c) Histogram of range error between DGPS and camera.
(d) Histogram of bearing error between DGPS and camera.

In Figure 3.6c, where the range errors are shown, it is interesting to note that the
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errors have a non-zero mean. This non-zero mean would later prove to be a source for

non-zero longitudinal tracking errors in the experiments. It is also important to note that

although the range and bearing errors may not actually be Gaussians as we have modeled,

our goal was not to accurately model the noise, but to get a sense of its magnitude, so

we could test the robustness of our design.

3.3 Encoder and Gyro Models

Similar to the camera measurements, the speed measurement from the wheel encoders

and the heading measurement from the heading gyro are expected to be noisy. Thus, we

also modeled these measurements as the actual values being corrupted with zero-mean

white Gaussian noises:

vm = v + nv

θm = θ + nθ,

where nv ∼ N(0, σ2
v) and nφ ∼ N(0, σ2

θ) are uncorrelated noises on the speed and heading

with variances σ2
v and σ2

θ , respectively. Using the same approach as the camera model,

we chose the speed and heading variances by comparing sample vehicle measurements

with the DGPS ground truth. An example is shown in Figure 3.7, where σ2
v is computed

from the speed error and σ2
θ is computed from the heading error. For the example,

σ2
v = 0.0070 m2/s2 and σ2

θ = 0.0055 rad2. It should be noted that accuracy of the

heading gyro is probably higher than the accuracy of the DGPS heading. The reason is

that the latter updates only at 1 Hz, while the vehicle-following system is expecting data

at 4 Hz. As a result, the DGPS heading has a lag and seems ‘jagged’ around sharp turns.

This problems is examined in more detail in Section 4.3.3. Hence, we do not have reliable

ground truth for heading measurements; however, we still treat the DGPS heading as

ground truth to remain consistent with the other measurements.
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In light of the above fact, the variance of the actual heading noise is probably lower

than 0.0055 rad2. Nevertheless, simulating with higher noise levels only further validates

the robustness of our design. It should also be noted that the above heading model

represents a heading gyro with a magnetometer, which is employed by the gyro on the

MATS vehicle. With the magnetometer on, the gyro’s heading is corrected to magnetic

north, thus preventing the measured heading from drifting from the true heading over

time.
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Figure 3.7: (a) Speeds from DGPS and encoder measurements. (b) Headings from DGPS
and gyro measurements. (c) Histogram of speed error between DGPS and encoder. (d)
Histogram of heading error between DGPS and gyro.

3.4 Software Implementation

The main vehicle code that operates the camera and communicates with the speed-

and-steering control system, which drives and steers the MATS vehicle, is written in

C++. To simplify the integration with the vehicle code, we implemented the nonlinear

observer and controller in a single C++ class named Controller. The Controller class

has two methods: reset and update. The reset method reads in and initializes the
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class’s configurable parameters such as the constant time delay, the look-ahead time, and

the smoother-window size. The update method takes the sensor measurements as inputs

and provides the commanded speed and steering as outputs. The following pseudocode

shows the how the main vehicle uses the Controller class:

Create a new Controller instance

Call reset

while vehicle is running do

Read in camera, encoder, and gyro measurements

Call update

Apply commanded speed and steering to vehicle

end while

To integrate the Controller class with the simulation environment, we used a Simulink

S-function. The S-function is a wrapper for code written in various programming lan-

guages, including C++, allowing the code to read inputs from and provide outputs to the

Simulink environment. The simulation block diagram is updated to show the S-function

in Figure 3.8. With this setup, we were able to test the exact same code that will be

implemented on the MATS vehicle, thus reducing the possible sources of error during

integration with the vehicle code.
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3.5 Review of System Parameters

Throughout Chapters 1, 2, and 3, important parameters for the vehicle-following system

have been detailed and explained. This section summarizes these parameters, along with

parameters that are needed for simulation. In Table 3.1, the configurable parameters are

shown, along with values that were used in simulation trials. Note that the smoother and

line-fitting window sizes were assumed to be same. Even though the line-fitting window

may be smaller, we used the same sizes for the two windows in the simulations and

experiments that we have conducted. The constant parameters for the vehicle-following

system are shown in Table 3.2, and the parameters used only in simulations are shown

in Table 3.3. Note that the discrete sampling period, T , is the period at which the

Controller code’s update method is called. Since the MATS vehicle’s vehicle code runs

at 4 Hz, T is set to 0.25 s.

Table 3.1: Configurable parameters for vehicle-following system, along with values that
were used in simulation trials.

Description Symbol Values Used
Constant time delay τ 6 s
Point-ahead controller pole locations −0.2, −0.2
Length of point ahead κ 5 m
Minimum commanded speed vc,min 0.2 m/s
Decoupled controller longitudinal pole locations −0.08, −0.08
Decoupled controller lateral pole locations −0.24, −0.24, −0.24
Minimum estimated delayed leader’s speed v̂d,min 1.2 m/s
Constant look-ahead time l 1.75 s
Smoother/line fitting window sizes n 8 s
Spline separation in smoother q 2 s
Starting range threshold

ρInitTol 2 m
(to determine if leader has started moving)
Stopping minimum range threshold

ρSafe 3.5 m
(dsafe = λsafevmτ + ρsafe)
Stopping percentage λSafe 20%
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Table 3.2: Constant parameters for vehicle-following system.

Description Symbol(s) Value
Discrete sampling period T 0.25 s
Distance between MAT’s front and rear axles d 1.87 m
Offset between camera and rear axle oc 0.76 m
Offset between target and leader’s rear axle ot 0.55 m
Offset between camera lens and vehicle centre ol 0.10 m

Table 3.3: Parameters used only in simulations.

Description Symbol Value
Noise variance on range σ2

ρ 0.18 m2

Noise variance on bearing σ2
φ 8.3× 10−4 rad2

Noise variance on speed σ2
v 0.0070 m2/s2

Noise variance on heading σ2
θ 0.0055 rad2

Natural frequency of throttle transfer function ωn 0.83 rad/s
Damping ratio of throttle transfer function ζ 0.54
Time constant of steering transfer function τγ 0.45 m

3.6 Simulations

In preparation for experimental field trials, we performed simulations with one and two

followers to verify our design. We simulated a manually-driven lead vehicle by specifying

its commanded speed and steering. The commanded speed was set to a constant 2 m/s

(which is the expected MATS vehicle’s speed during turns) for 200 s, and the commanded

steering was chosen so that the lead vehicle makes a 90-degree left turn around the 100 s

mark, as shown in Figure 3.9.

3.6.1 Smoother and Estimation Simulation Results

Figure 3.10 shows the results of the smoother. In Figure 3.10a, the measured range de-

layed by τ is shown with the estimated range, while in Figure 3.10b, the measured bearing

delayed by τ is shown with the estimated bearing. The differences between the measured

and estimated ranges and bearings are shown in Figure 3.10c and Figure 3.10d, respec-

tively. Not surprisingly, the differences seem Gaussian since the measured range and
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Figure 3.9: Simulation test setup: (a) Lead vehicle’s path. (b) Lead vehicle’s speed. (c)
Lead vehicle’s steering.

bearing values are modeled as the actual values corrupted with zero-mean white Gaus-

sian noises. The variances of the differences are 0.17 m2 and 0.0011 rad2, respectively,

compared with injected noise variances of 0.18 m2 and 8.3× 10−4 rad2.

Figure 3.11 shows the results of the line fitter that estimates the delayed leader’s

speed and heading. In Figure 3.11a, the delayed leader’s actual and estimated speeds

are shown, while in Figure 3.11b, the delayed leader’s actual and estimated headings are

shown. The error between the actual and estimated speeds and headings are shown in

Figure 3.11c and Figure 3.11d, respectively. For the most part, the errors are close to

zero, but may be large on occasion due to the simulated additive noise and difficulties in

estimation as the leader turns.

3.6.2 Point-ahead Controller Simulations

For the point-ahead controller, the configurable parameters are the length of the point

ahead, κ, and the locations of the closed-loop poles, which determines the controller

gains, (kp, ki). At first pass, a natural choice for the point-ahead’s length would be the
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Figure 3.10: (a) Simulated ranges from camera measurement and from smoother. (b)
Simulated bearings from camera measurement and from smoother. (c) Histogram of
range difference between camera and smoother. (d) Histogram of bearing difference
between camera and smoother.

length of the wheelbase, d = 1.87 m. However, that length seems to cause oscillatory

steering behaviour as shown in Figure 3.12. The reason is that the commanded steering

is inversely related to the length of the point ahead.

For closed-loop pole locations, we chose to place both poles at the same location on

the negative real axis and moved the poles as far left as possible before we see oscillatory

behaviour with the commanded speed. Note that oscillatory effects will occur first in the

speed because the transfer function fitted to the throttle has a much lower bandwidth than

the transfer function fitted to the steering. Furthermore, oscillatory effects on steering

may be reduced by increasing κ. Also note that with this pole-placement method, any

subsequent followers would use the same gains as the first follower since higher gains are

not stable and lower gains would result in worse tracking.

Using the pole-placement technique, we found poles at −0.2 (kp = 0.4 s−1, ki =

0.04 s−1) to be the limit before large oscillatory speed behaviour. Plots for this test case,

with κ = 5 m, are shown in Figure 3.13. Note that the large lateral error during the
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Figure 3.11: (a) Simulated delayed leader’s actual and estimated speeds. (b) Simulated
delayed leader’s actual and estimated headings. (c) Histogram of error between actual
and estimated speeds. (d) Histogram of error between actual and estimated headings.

turn (after 100 s) in Figure 3.13b suggests that the gains are low. However, we see that

there are already minor oscillatory effects in the speeds in Figure 3.13c, which suggests

that the gains are high. These contradictory indicators show the limitations of having

coupled speed and steering commands.

A method to possibly reduce the large lateral error during the 90-degree turn is to

have separate lengths for the leader’s and follower’s points ahead. The rationale is with

a shorter leader’s point ahead, the follower would turn earlier. The tradeoff would be

a constant longitudinal error equal to the difference between the lengths of the points

ahead. However, this strategy is only mildly successful as shown by Figure 3.14, where

the length of the follower’s point ahead, κf , is set to 5 m and the length of its leader’s

point ahead, κl, is set to 0 m. Although follower 1’s lateral error during the turn has been

reduced, the follower 2’s lateral error is still very large. Note that follower 2’s lateral error

is with respect to the lead vehicle’s path not follower 1’s path. Evidently, the point-ahead

controller is unlikely to yield good tracking results. Hence, we developed the decoupled

controller.
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Figure 3.12: Commanded steering values for κ = 1.87 m and κ = 5 m using point-ahead
controller.

3.6.3 Decoupled Controller Simulations

For the decoupled controller, the configurable parameters are the locations of the closed-

loop poles and the length of the look-ahead time. Again, we chose to place the closed-

loop poles at the same location on the negative real axis and move them left until speed

or steering oscillations occurred. However, this time, the longitudinal poles are placed

separately from the lateral poles. Using this method, the optimal longitudinal poles

were found to be −0.08 and the optimal lateral poles were found to be −0.24. The

corresponding longitudinal gains are kp,1 = 0.16 s−1 and ki,1 = 0.0064 s−1, and the

corresponding lateral gains at vd = 2 m/s are kp,2 = 0.081 s−1, ki,2 = 0.0065 s−1, and

kp,3 = 0.67.

The results for the above test case, with the look-ahead time, l, equals 0, are much

better than those of the point-ahead controller and are shown in Figure 3.15 and Fig-

ure 3.16. Figure 3.15a shows the paths of the lead vehicle and the two followers, and

Figure 3.15b shows a close-up of the paths around the turn. The longitudinal and lat-

eral tracking errors are shown in Figure 3.16a and Figure 3.16b, and the actual speeds
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Figure 3.13: Point-ahead controller with poles at −0.2: (a) Leader’s and follower’s paths.
(b) Follower’s longitudinal and lateral tracking errors. (c) Follower’s commanded and
actual speeds.

and steering for both followers are shown in Figure 3.16c and Figure 3.16d. Notice in

Figure 3.16b that the lateral errors of both followers are ‘larger’ in the positive direction

than the negative direction during the turn. This can be compensated for by specifying

a positive look-ahead time.

Through experimentation, the best look-ahead time was found to be 1.75 s. The

results for this test case is shown in Figure 3.17. Notice that the lateral errors in Fig-

ure 3.17c are more evenly distributed during the turn.

For our experimental field trials, the MATS vehicle’s maximum allowable speed during

autonomous operations is expected to be 4.2 m/s. To validate that our design works for

this speed, a simulation of the same path with the lead vehicle’s speed increased to

4.2 m/s was conducted. The results of that this test case are shown in Figure 3.18

and Figure 3.19. Even at 4.2 m/s around the turn, the maximum absolute lateral for

the second follower in Figure 3.18b is around only 2 m. Given these results, we were

confident that our vehicle-following system would work on the MATS vehicle.
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Figure 3.14: Follower 1’s and follower 2’s lateral errors using point-ahead controller with
poles at −0.2 and κf = 5 m and κl = 0 m.
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(b) Close-up of the paths around the turn.
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Figure 3.16: Decoupled controller with longitudinal poles at −0.08 and lateral poles at
−0.24 and look-ahead time of 0 s: (a) Follower 1’s and follower 2’s longitudinal errors.
(b) Follower 1’s and follower 2’s Lateral errors. (c) Follower 1’s and follower 2’s speeds.
(d) Follower 1’s and follower 2’s steering.
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Figure 3.17: Decoupled controller with longitudinal poles at −0.08 and lateral poles at
−0.24 and look-ahead time of 1.75 s: (a) Close-up of the paths around the turn. (b)
Follower 1’s and follower 2’s longitudinal errors. (c) Follower 1’s and follower 2’s Lateral
errors.
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Figure 3.18: Lead vehicle traveling at 4.2 m/s and followers using decoupled controller
with a look-ahead time of 1.75 s: (a) Leader’s, follower 1’s, and follower 2’s paths. (b)
Close-up of the paths around the turn.
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Figure 3.19: Lead vehicle traveling at 4.2 m/s and followers using decoupled controller
with a look-ahead time of 1.75 s: (a) Follower 1’s and follower 2’s longitudinal errors.
(b) Follower 1’s and follower 2’s Lateral errors. (c) Follower 1’s and follower 2’s speeds.
(d) Follower 1’s and follower 2’s steering.
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Experimental Field Trials

Experimental field trials were conducted during the periods of November 17th–28th, 2008,

and May 25th–June 4th, 2009, at the DRDC Suffield Experimental Proving Ground in

Suffield, Alberta, Canada. The main test track used for the experiments is shown in

Figure 4.1. The test track is a gravel road, 1.3 km long, approximately 7 m wide, and

the most difficult portions of the track are the hairpin and U-turn. The test track is

also slightly crowned with noticeable side slopes near its edges. The U-turn, which

predominantly slopes inwards along the track, proved to be the most difficult for the

final version of our vehicle-following system.

∼ 500 m

Hairpin

N

U-turn

Figure 4.1: Test track for experimental field trials.

A picture of a leader MATS vehicle used in the experimental trials is shown in Fig-

62
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ure 4.2. The red-coloured target is used by a follower’s camera system to measure the

range and bearing to the leader. Each MATS vehicle is equipped with an on-board com-

puter, a pan-tilt-zoom monocular camera, a GPS antenna, and a data link to a ground

station to receive DGPS corrections. The DGPS has an accuracy of about 0.05 m and

serves to provide ground truth for the trials.

GPS Antenna

On-board Computer

DGPS Corrections Link

Coloured Target

Pan-Tilt-Zoom
Camera

Figure 4.2: A leader MATS vehicle.

4.1 Camera Limitations

One of the main limitations of our implementation is that a follower relies solely on one

camera to obtain the range and bearing to its immediate leader. Consequently, if the

camera were to fail, then the follower would lose tracking of its leader. Through the

trials, we discovered two main sources of camera failure: lighting and road dust.

To track a target, the camera uses colour segmentation, a technique that is described

in detail in [15] and [16]. As a result, for the camera to track successfully, the target’s

colour properties (e.g., brightness and distinctness from its surroundings) should remain

relatively consistent throughout a trial run. However, if the sun is low in the sky, the
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target may look different when the camera is facing away from the sun and facing into the

sun. This difference is enough to cause the camera to lose tracking and is unavoidable

with a low sun on a circular test track. When the camera loses the target, it sends

consecutive dropouts to the vehicle-following system, eventually causing the system to

fail. To minimize the chance of camera failure due to lighting, trials around the test track

were conducted when the sun was higher in the sky or during cloudy days.

Because the test track is a gravel road, dust may kick up behind a leader vehicle and

obscure its target, causing its follower’s camera to lose tracking. An example is shown

in Figure 4.3 where dust is kicked up by the two leader vehicles, partially obscuring

their targets. To alleviate this problem, the manually-driven lead vehicle is driven more

slowly on dusty portions of the road, thus causing less dust to kick up and decreasing

the inter-vehicle distance, which further helps the camera tracking.

Figure 4.3: Dust is kicked up by the two leader vehicles, partially obscuring their targets.
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4.2 Nonlinear Observer Results

As discussed in Section 2.5.3, the nonlinear observer produces estimates of a follower’s

and its delayed leader’s positions and headings, along with an estimate of the delayed

leader’s speed. The follower’s position and heading are estimated using dead reckoning,

and the delayed leader’s position, heading, and speed are estimated by combining the

follower’s position and heading estimates with the camera measurements.

4.2.1 Dead Reckoning

During the November 2008 trials, the follower’s position and heading were estimated

using its speed and steering measurements as inputs. However, on the MATS vehicle,

the encoder that measures the steering angle is located on the steering column. Since

there is significant play between the steering column and the front wheels, the measured

steering angle does not accurately represent the direction of the front wheels, especially on

sloped roads. This causes the vehicle’s heading estimated from the steering measurement

to be highly inaccurate. Figure 4.4 shows the results of using the steering measurement to

estimate the follower’s heading and, subsequently, the follower’s path. In the figure, the

follower is going straight on the right side of a crowned road, which causes the steering

measurement to indicate the follower is veering left (since the steering wheel must turn

left to compensate for the road slope). As a result, the estimated heading and path shows

the follower driving a circle instead of driving straight.

To solve this problem, we added a heading gyro to the MATS vehicle in preparation for

the May/June 2009 trials. The heading gyro measures the vehicle’s turning rate, which

is integrated to estimate the vehicle’s heading. The gyro also contains a magnetometer,

which corrects the estimated heading to magnetic north, preventing the heading from

drifting from the true heading over time. Figure 4.5 shows the results of dead reckoning

with the gyro’s heading to estimate the follower’s path around the test track. Clearly, the
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Figure 4.4: (a) Follower’s DGPS heading and estimated heading using steering measure-
ments. (b) Follower’s DGPS path and estimated path using dead reckoning with steering
measurements.

results are much better than the path estimate using the steering measurements. With

this setup, we were able to successfully conduct field trials using only on-board sensors

for feedback (i.e., no GPS for feedback).

4.2.2 Smoother and Line-fitting Window Results

Similar to the simulated results, the smoother and line-fitting window worked well in

the experiments. Figure 4.6 shows a typical plot of the range and bearing from the

camera versus the range and bearing from the smoother. Although there are dropouts

(indicated by 1000 m and π rad for the range and bearing, respectively, by the camera),

the smoother is able to ignore them. It is also interesting to note the two outliers shown

in Figure 4.6b; the smoother is able to ignore the first, at the 250 s mark, since it is

outside a configurable tolerance for valid bearing measurements (set to π
2

rad for the

trials), but the smoother is not able to ignore the second outlier, at the 300 s mark, since

it is within the tolerance for valid measurements. However, since the smoother uses a

window of measurements, the effect of the second outlier is minimal.
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Figure 4.5: (a) Follower’s DGPS heading and gyro heading. (b) Follower’s DGPS path
and estimated path created from dead reckoning with gyro heading.

Figure 4.7 shows a typical plot of delayed leader’s DGPS and estimated speeds and

headings. As is evident from Figure 4.7c and Figure 4.7d, estimating the speed and

heading using line-fitting windows works reasonably well.

4.3 November 17th–28th, 2008, Trials

At the time of the November 2008 field trials, our vehicle-following system was still in

development; the decoupled controller was implemented only half-way through the trials,

the pole-placement technique had not been considered for tuning the controller gains, and

the heading gyro had not been installed. The controller gains were tuned experimentally

using the same idea of increasing the gains until oscillatory behaviour occurs. Given

the poor path estimate from dead reckoning with steering measurements, we decided to

use the DGPS to measure the follower’s position and heading instead. Although using

DGPS is not our project goal, this setup allowed us to field test the other components of

our design, i.e., the smoother, the delayed-leader estimations, and the point-ahead and

decoupled controllers. Note that the speed limit for the MATS vehicle in autonomous
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Figure 4.6: (a) Range measurement from camera and estimated range from smoother. (b)
Bearing measurement from camera and estimated bearing from smoother. (c) Histogram
of range difference between camera and smoother. (d) Histogram of bearing difference
between camera and smoother.

operation was set to 2.8 m/s for these trials.

4.3.1 Point-ahead Controller

Similar to the simulations, experiments with the point-ahead controller validated its

poor-tracking performance due to its coupled speed and steering gains. Figure 4.8 shows

the best trial run with the point-ahead controller in which the manually-driven leader is

moving side-to-side on a straight path at about 1.5 m/s. As is evident in Figure 4.8b, the

follower’s longitudinal error is starting to oscillate, implying the gains are high; however,

the lateral error is still large, suggesting the gains are low.

The controller parameters for this trial are shown in Table 4.1. We used a time delay

of 8 s, instead of the 6 s used in simulation, because at this stage of the trials, the

vehicles were going fairly slowly; hence, we needed a larger time delay to achieve a larger

inter-vehicle distance as a safety precaution. It is interesting to note that the gains used

(kp = 0.12 s−1, ki = 0.02 s−1) are lower than the gains found in simulation (kp = 0.4 s−1,
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Figure 4.7: (a) Delayed leader’s DGPS and estimated speeds. (b) Delayed leader’s DGPS
and estimated headings. (c) Histogram of error between DGPS and estimated speeds.
(d) Histogram of error between DGPS and estimated headings.

ki = 0.04 s−1). The reason for the lower gains is explained is Section 4.3.3.

Table 4.1: Parameters for best point-ahead controller trial.

Description Symbol Value
Time delay τ 8 s
Proportional gain kp 0.12 s−1

Integral gain ki 0.02 s−1

Length of follower’s point ahead lf 5 m
Length of leader’s point ahead ll 3 m

4.3.2 Decoupled Controller

The decoupled controller was implemented midway through the trials after the point-

ahead controller proved ineffective. However, the implemented controller is slightly dif-

ferent from the controller detailed in Section 2.3, which was the controller tested in the

May/June 2009 trials. The differences are in the use of the look-ahead feature and the

definition of the tracking error that is fed back to the controller. Furthermore, adding

gain scheduling and integral terms to the control laws had not been considered.
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Figure 4.8: Best trial run with point-ahead controller: (a) Leader’s and follower’s paths.
(b) Longitudinal and lateral tracking errors. (c) Leader’s and follower’s speeds.

For this first version of the decoupled controller, the tracking error that is fed back,

(e1, e2), is defined to be



e1

e2


 :=




cos θ sin θ

− sin θ cos θ






xd − x

yd − y


 .

This defines the tracking error in the follower’s frame instead of the delayed leader’s

frame since the rotation matrix uses θ instead of θd. We later decided to change to the

delayed leader’s frame since defining the error with respect to the reference vehicle (in

this case the delayed leader) is more standard; however, the controller implemented for

the November trials used the above definition. The difference between the follower’s and

delayed leader’s frames is shown in Figure 4.9.

The other difference between this first-version decoupled controller from the one de-

scribed in Section 2.3 is that, in this version, the lateral tracking error, e2, is calculated

from the look-ahead point. Hence, when a positive look-ahead time, l, is specified, e2 is
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Figure 4.9: Tracking errors in the follower’s frame, (e1, e2), compared with tracking errors
in the delayed leader’s frame, (ε1, ε2).

calculated as

e2 = −(xl − x) sin θ + (yl − y) cos θ,

where (xl, yl) is the look-ahead point. In the later version of the decoupled controller, only

the heading error is calculated from the look-ahead point. The rationale for the change is

that we wanted to regulate the lateral error to the delayed leader to zero, not the lateral

error to the look-ahead point. However, calculating e2 from the look-ahead point allows

the follower to turn even earlier, which was helpful with this controller version, where

the gains were quite low.

Again, using the method of manually increasing the gains until speed or steering

oscillations are visible, the parameters in Table 4.2 were found to work well for this

decoupled-controller version. Note that the gains used, (kp,1 = 0.08 s−1, kp,2 = 0.04 s−1,

kp,3 = 0.04), are again lower than the gains used in simulations, (kp,1 = 0.16 s−1, kp,2 =

0.081 s−1, kp,3 = 0.67) with vd = 2 m/s. The main reason for the lower gains is explained

is Section 4.3.3. With the setup shown in Table 4.2, one follower was able to successfully

track its manually-driven leader for 10 laps of the 1.3 km test track. A summary of

the test results is shown in Table 4.3. The mean follower speed for the entire traverse

was 2.2 m/s, and the mean following distance was 18.9 m. The mean lateral error was

0.07 m with a standard deviation of 0.46 m. The maximum absolute lateral error was
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2.73 m, which occurred during one of the turns at the hairpin. Since it is more natural

to calculate an error with respect to the reference, the tracking errors here are calculated

in the delayed leader’s frame.

Table 4.2: Parameters for best first-version decoupled controller trial.

Description Symbol Value
Time delay τ 8 s
Look-ahead time l 3 s
Proportional longitudinal gain kp,1 0.08 s−1

Proportional lateral gain kp,2 0.04 s−1

Proportional heading gain kp,3 0.04

Figure 4.10 shows ground truth plots for a typical lap for the 10-lap run. Figure 4.10a

shows the leader’s and follower’s paths, while a close-up of the hairpin turn is shown in

Fig. 4.10b. The longitudinal and lateral errors in the delayed leader’s frame are shown in

Fig. 4.10c. The large error increases around the 50 s and 400 s marks correspond to the

U-turn and the hairpin turn, respectively. The large longitudinal error increase at the

hairpin was later found to be largely contributed by the speed-and-steering controller,

which limits the vehicle speed to be around 1 m/s around sharp turns. This discovery

was made during the May/June 2009 trials. In Fig. 4.10d, the delayed leader’s speed is

compared with the follower’s speed. Although the speed profiles are similar, the follower’s

speed is always higher than the delayed leader’s speed. The reason for this is that the

Table 4.3: Test results for 10 laps around 1.3 km test track with first-version decoupled
controller.

Description Symbol Value
Mean Follower Speed v 2.2 m/s
Maximum Follower Speed max

t
v 2.8 m/s

Minimum Following Distance 5.8 m
Mean Following Distance 18.9 m
Maximum Following Distance 26.0 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq 0.07± 0.46 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 2.73 m
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longitudinal error was always positive and our control law is vc = vd + kp,1e1. Evidently,

from Fig. 4.10c., having a follower’s speed that is higher than the delayed leader’s speed

does not guarantee the longitudinal error will go to zero since the follower may deviate

from the leader’s path.
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Figure 4.10: Typical lap for first-version decoupled controller: (a) Leader’s and follower’s
paths. (b) Close-up of hairpin turn. (c) Longitudinal and lateral tracking errors. (d)
Delayed leader’s and follower’s speeds.

4.3.3 Problem with DGPS Heading

The main reason for the low gains used in these trials was the DGPS heading, which

updates at only 1 Hz. In contrast, our vehicle-following system was running at 4 Hz

during the field trials. As a result, the DGPS heading seems jagged around sharp turns,

such as the hairpin, as shown in Figure 4.11b. Since the delayed leader’s path is estimated

using this heading, the estimated path after the turn is ‘zigzaggy’ as shown Figure 4.11a.

In this situation, if the controller gains are too high, the steering will oscillate while

attempting to track the zigzag path. The DGPS heading may be filtered to alleviate the

zigzag path estimates; however, filtering adds more lag to the heading, which creates a

path estimate that is wide of the actual path. An example is given in Section 4.4.5.
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Figure 4.11: Path estimation with unfiltered DGPS heading: (a) Leader’s path compared
with estimated delayed leader’s path during hairpin. (b) Follower’s DGPS heading during
hairpin.

4.4 May 25th–June 4th, 2009, Trials

After data was analyzed from the first set of trials, improvements were made to the

decoupled controller and the MATS vehicle. The improvements include the following:

- Lateral gain scheduling

- Control laws with integral terms

- Adding the heading gyro

- Increasing the MATS vehicle’s speed limit to 4.2 m/s

In addition, as given in Section 2.3.1, the look-ahead feature was changed to affect only

the heading error, and the tracking error was redefined to be in the delayed leader’s frame.

Although we tried to anticipate the problems that would be encountered, e.g., road slope,

camera offsets, and speed-dependent lateral poles, we still discovered challenges as trials

were conducted.
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4.4.1 Dealing with Side Slope

We have shown that adding integral terms to the decoupled control laws would help

the follower overcome a constant side slope. However, the speed at which the follower

overcomes the slope depends on the ratios between the lateral-controller gains, specifi-

cally, the ratios of the proportional heading-error gain to the proportional and integral

lateral-error gains.

Recall the characteristic polynomial of the lateral closed-loop system, given in (2.18),

is

s3 +
vd

d
kp,3s

2 +
v2

d

d
kp,2s+

v2
d

d
ki,2. (4.1)

The strategy we used in simulation was to place the three poles at the same location on

the negative real axis. Let p be that location; then, the resulting desired characteristic

polynomial is

(s− p)3 = s3 − 3ps2 + 3p2s− p3. (4.2)

Comparing 4.1 with 4.2, we get

ki,2 = −dp
3

v2
d

kp,2 = d
3p2

v2
d

kp,3 = −d3p

vd

and

kp,3

kp,2

= −vd

p

kp,3

ki,2

=
3vd

p2
.

Since, in implementation, −0.26 < p < 0 and usually vd > 1, we see that kp,3 is typically
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much larger than kp,2 and ki,2. Consequently, if there were a small lateral error but no

heading error, the follower would take a while to overcome the lateral error since a large

kp,3 works to keep the heading error zero. This situation is exacerbated by a side slope,

where wheel slip also works against correcting the lateral error. The follower will only

eliminate the lateral error once the proportional and integral lateral-error terms are large

enough to overcome heading-error term and the wheel slip caused by the slope. Hence,

having larger kp,2 and ki,2 relative to kp,3 is advantageous in dealing with a side slope.

The above gain discrepancies are not much better when using three distinct real poles

as not all gains can be mapped by three real poles. However, the discrepancies can be

made smaller by using a pair of complex poles. Without loss of generality, let the poles

be a and b± cj. Then, the desired characteristic polynomial is

(s− a)(s− b+ cj)(s− b− cj) = s3 − (a+ 2b)s2 + (2ab+ b2 + c2)s− a(b2 + c2). (4.3)

Comparing 4.1 with 4.3, we get

ki,2 = −da(b2 + c2)

v2
d

kp,2 = d
2ab+ b2 + c2

v2
d

kp,3 = −da+ 2b

vd

and

kp,3

kp,2

= − (a+ 2b)vd

2ab+ b2 + c2

kp,3

ki,2

=
(a+ 2b)vd

a(b2 + c2)
.

Thus, kp,3

kp,2
and kp,3

ki,2
can be reduced by increasing c, the imaginary part of the complex

pole. Though a larger c helps with the speed at which the follower overcomes a side
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slope, it may also lead to oscillatory steering behaviour.

Using the above approach, we were able to improve the follower’s tracking ability in

the presence of a side slope. In addition, we found that using complex poles also helped

the follower reduce the longitudinal error to zero faster during startup since complex

poles result in a larger longitudinal integral gain relative to the proportional gain. A

larger integral gain was helpful because our longitudinal gains, in general, were quite

small. Hence, our best experimental trials used complex longitudinal and lateral poles.

4.4.2 Constant Bearing Offset

During the trials, we also had problems with the follower veering to one side during

startup. The main cause was eventually discovered to be the camera not being perfectly

aligned or calibrated with the front of the vehicle as shown in Figure 4.12. Hence, there

was a constant bearing offset, φo, between the actual bearing and measured bearing to

the target. Consequently, the delayed leader’s path estimate was off to one side, causing

the follower to steer towards the incorrect path. Accounting for the constant bearing

offset through simple calibration helped reduce the lateral error during startup.

Target

Camera Centre

φo

Vehicle Front

Figure 4.12: Camera off-aligned with front of vehicle leads to a constant bearing offset,
φo, to the camera centre.
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4.4.3 One Follower

Using only on-board sensors, we completed 10 laps of the test track with one follower

for comparisons with the November 2008 trials. The parameters used for this test run

are given in Table 4.4, and the results are shown in Table 4.5. With a mean speed of

2.8 m/s, the follower was able to track the leader with a lateral error of 0.12 ± 0.28 m

and a maximum absolute lateral error of 1.32 m. Clearly, these results are much better

than the results obtained using the first-version decoupled controller.

Table 4.4: Parameters for one-follower decoupled-controller trial using only on-board
sensors.

Description Symbol Value(s)
Time delay τ 6 s
Look-ahead time l 2 s
Longitudinal pole locations −0.05± 0.05j
Lateral pole locations −0.26, −0.2± 0.2j

Figure 4.13 shows plots for a typical lap, which again highlights the improvement

over the previous results shown in Figure 4.10. The follower no longer turns wide during

the hairpin, and there is only a minimal increase in lateral errors during the U-turn

and the hairpin compared with the rest of the path. The longitudinal error is also

much better during these turns after the speed limit during sharp turns was removed.

However, the longitudinal error still did not seem to go to zero. This is likely caused by

Table 4.5: Test results for 10 laps around 1.3 km test track with one follower using
decoupled controller with only on-board sensors.

Description Symbol Value
Mean Follower Speed v 2.8 m/s
Maximum Follower Speed max

t
v 4.2 m/s

Minimum Following Distance 8.7 m
Mean Following Distance 17.1 m
Maximum Following Distance 23.8 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq 0.12± 0.28 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 1.32 m
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the low longitudinal gains and the constant range error with the camera, as mentioned

in Section 3.2.
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Figure 4.13: Typical lap for one follower using decoupled controller with only on-board
sensors: (a) Leader’s and follower’s paths. (b) Close-up of hairpin turn. (c) Longitudinal
and lateral tracking errors. (d) Delayed leader’s and follower’s speeds.

The estimated delayed leader’s and follower’s paths are shown in Figure 4.14, along

with DGPS and gyro measurements of follower’s heading. Not surprisingly, due to the

unbounded error growth with dead reckoning, the estimated paths are not exactly the

same as the real paths shown in Figure 4.13. As expected with using the magnetometer,

the gyro’s heading did not drift from the DGPS heading, which is shown in Figure 4.14d.

4.4.4 One Follower, Magnetometer Off

Magnetometers may be unreliable in the presence of electronic devices that locally disturb

the earth’s magnetic field [23]. Although our heading gyro with the magnetometer on

did not suffer from reliability issues during the field trials, it would be preferable not to

use the magnetometer at all. We were able to get our vehicle-following system to work

with the magnetometer off with one of our two follower MATS vehicles. However, with



Chapter 4. Experimental Field Trials 80

−500 −400 −300 −200 −100 0 100

−150

−100

−50

0

x (m)
a.

y 
(m

)

Est. Delayed Leader’s Path Est. Follower’s Path

−500 −480 −460 −440 −420
−80

−70

−60

−50

x (m)
b.

y 
(m

)

Est. Delayed Leader’s Path Est. Follower’s Path

0 100 200 300 400
−4

−2

0

2

4

Time (s)
c.

H
ea

di
ng

 (
ra

d)

DGPS Heading Gyro Heading

0 100 200 300 400

−0.2

−0.1

0

0.1

0.2

Time (s)
d.

H
ea

di
ng

 E
rr

or
 (

ra
d)

Heading Error

Start

Close−up of Est. Hairpin

Figure 4.14: Typical lap for one follower using decoupled controller with only on-board
sensors: (a) Estimated delayed leader’s and follower’s paths. (b) Close-up of hairpin turn.
(c) DGPS and gyro measurements of follower’s heading. (d) Heading error between DGPS
and gyro. Note that the gyro heading does not drift from the DGPS heading as time
increases.

the other follower, the heading measurement would rapidly drift while the vehicle was

idling, causing the follower to veer off the road after its leader started moving. At this

time, we are still unsure why the heading measurement would drift while idling in one

follower, but not the other.

In an effort to reduce system failures due to dust, we reduced the time delay to 5 s

to reduce the inter-vehicle distance. Because we still had the look-ahead time at 2 s, we

had to reduce the smoother and line-fitting window sizes to 6 s. Using the parameters

shown in Table 4.6, we completed 3 laps of the 1.3 km test track using one follower with

its heading gyro’s magnetometer off. The results, shown in Table 4.7, were essentially

the same as the trial with the magnetometer on. The large mean lateral error can be

attributed to not accounting for the camera’s constant bearing offset.

Figure 4.15 shows plots for a typical lap of the magnetometer-off case, which again are

very similar to the magnetometer-on case. The estimated delayed leader’s and follower’s

paths are shown in Figure 4.16, along with DGPS and gyro measurements of follower’s
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Table 4.6: Parameters for one-follower decoupled-controller trial using only on-board
sensors with magnetometer off.

Description Symbol Value(s)
Time delay τ 5 s
Look-ahead time l 2 s
Longitudinal pole locations −0.05± 0.05j
Lateral pole locations −0.26, −0.2± 0.2j

Table 4.7: Test results for 3 laps around 1.3 km test track with one follower using
decoupled controller with only on-board sensors and magnetometer off.

Description Symbol Value
Mean Follower Speed v 3.1 m/s
Maximum Follower Speed max

t
v 4.1 m/s

Minimum Following Distance 5.5 m
Mean Following Distance 16.3 m
Maximum Following Distance 20.7 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq 0.23± 0.21 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 0.96 m

heading. The estimated paths are a little worse than with the magnetometer on, which

can be attributed to the gyro’s heading drifting from the DGPS heading, as shown in

Figure 4.16d.

4.4.5 One Follower, DGPS Localization with Filtered Heading

For comparison with using only on-board sensors, we conducted a trial run with one

follower using DGPS to obtain the follower’s position and heading. To prevent jagged

delayed-leader path estimates around sharp turns, we filtered the DGPS heading with a

Kalman filter. The parameters of Table 4.6 were also used for this trial, and the results

are given in Table 4.8. As is evident from the large standard deviation in the lateral error

and the large maximum absolute lateral error, our vehicle-following system works worse

using DGPS than using only on-board sensors.

Figure 4.17 shows plots for a typical lap of the DGPS case, which highlights the poor
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Figure 4.15: Typical lap for one follower using decoupled controller with only on-board
sensors and magnetometer turned off: (a) Leader’s and follower’s paths. (b) Close-up
of hairpin turn. (c) Longitudinal and lateral tracking errors. (d) Delayed leader’s and
follower’s speeds.

performance. In Figure 4.17b, the follower can be seen going wide of the leader’s path

during the hairpin, resulting in a large lateral error shown in Figure 4.17c. The lateral

errors are also quite large during the U-turn. The large lateral errors during these turns

can be attributed to the lag in the DGPS heading. Although filtering smooths out the

jagged heading during sharp turns, it only adds to the lag. This lag causes the delayed

leader’s path estimate to be wide of the leader’s path, as shown in Figure 4.18a.

Table 4.8: Test results for 3 laps around 1.3 km test track with one follower using
decoupled controller with on-board sensors and DGPS.

Description Symbol Value
Mean Follower Speed v 3.0 m/s
Maximum Follower Speed max

t
v 4.1 m/s

Minimum Following Distance 4.5 m
Mean Following Distance 15.5 m
Maximum Following Distance 20.3 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq 0.26± 0.45 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 1.67 m
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Figure 4.16: Typical lap for one follower using decoupled controller with only on-board
sensors and magnetometer turned off: (a) Estimated delayed leader’s and follower’s paths.
(b) Close-up of hairpin turn. (c) DGPS and gyro measurements of follower’s heading.
(d) Heading error between DGPS and gyro. Note that the gyro heading drifts from the
DGPS heading as time increases.

4.4.6 Two Followers

The goal for our project was to conduct trials with two autonomous followers using only

on-board sensors. We were able to accomplish this goal by completing over 13.5 laps of

the test track with two followers. Both vehicles had their magnetometers on and used

the parameters shown in Table 4.6. The results for the trial are shown in Table 4.9

and, not surprisingly, the lateral errors for follower 1 are very similar to the errors of the

one-follower magnetometer-on case, shown in Table 4.5, (−0.02± 0.23 m with maximum

absolute error of 1.13 m compared to 0.12 ± 0.28 m with maximum absolute error of

1.32 m). For follower 2, its lateral error with respect to the manually-driven lead vehicle

was amplified to 0.24 ± 0.41 m. The large mean lateral error was mainly due to not

properly accounting for the constant bearing offset. Although follower 2’s maximum

lateral error was also increased, the lateral error of 2.77 m is misleading because that

occurred during startup, which we were still having difficulties with at the time when
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Figure 4.17: Typical lap for one follower using decoupled controller with on-board sen-
sors and DGPS: (a) Leader’s and follower’s paths. (b) Close-up of hairpin turn. (c)
Longitudinal and lateral tracking errors. (d) Delayed leader’s and follower’s speeds.

this trial was conducted. Follower 2’s maximum lateral error after startup was around

2 m.

Figure 4.19 shows plots for a typical lap. Similar to one-follower trials, both followers

did the hairpin quite well. In fact, the followers had more difficulty with the U-turn, as

is evident from the lateral errors shown in Figure 4.19d. It is also evident that the lateral

errors of follower 2 are amplified by the lateral errors of follower 1. However, for most of

the 13.5-lap traverse, the lateral errors for both vehicles stayed within 1 m.

To fix the large mean lateral error for follower 2, we added an offset of 0.027 rad to

its bearing measurements. We also added a bearing offset of 0.01 rad for follower 1 after

more tuning to improve its startup. With this setup, we conducted another two-follower

trial with the same parameters as before. Although the trial lasted only 1.5 laps before

dust caused follower 2’s camera to fail, the results, shown in Table 4.10, suggest the fix

was successful since both vehicles’ mean lateral errors are close to zero and the standard

deviations are similar to the results shown in Table 4.9.
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Table 4.9: Test results for 13.5 laps around 1.3 km test track with two followers using
decoupled controller with only on-board sensors.

Description Symbol Value
Follower 1:

Mean Follower Speed v 2.8 m/s
Maximum Follower Speed max

t
v 4.2 m/s

Minimum Following Distance 7.6 m
Mean Following Distance 14.2 m
Maximum Following Distance 19.3 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq −0.02± 0.23 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 1.13 m

Follower 2:
Mean Follower Speed v 2.7 m/s
Maximum Follower Speed max

t
v 4.2 m/s

Minimum Following Distance 7.2 m
Mean Following Distance 14.1 m
Maximum Following Distance 19.6 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq 0.24± 0.41 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 2.77 m

Table 4.10: Test results for 1.5 laps around 1.3 km test track with two followers using
decoupled controller with only on-board sensors. Followers 1 and 2 had bearing offsets
of 0.01 rad and 0.027 rad, respectively.

Description Symbol Value
Follower 1:

Mean Follower Speed v 2.8 m/s
Maximum Follower Speed max

t
v 3.6 m/s

Minimum Following Distance 8.4 m
Mean Following Distance 14.3 m
Maximum Following Distance 18.1 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq −0.07± 0.18 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 0.84 m

Follower 2:
Mean Follower Speed v 2.6 m/s
Maximum Follower Speed max

t
v 3.5 m/s

Minimum Following Distance 7.5 m
Mean Following Distance 13.6 m
Maximum Following Distance 17.1 m
Mean Lateral Error±Standard Deviation 1

tf

∫ tf
0 ε2(q)dq 0.01± 0.34 m

Maximum Absolute Lateral Error max
t
|ε2(t)| 1.05 m
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with estimated delayed leader’s path during hairpin. (b) Follower’s DGPS and filtered
headings during hairpin.
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Figure 4.19: Typical lap for two followers using decoupled controller with only on-board
sensors: (a) Lead’s and followers’ paths. (b) Close-up of hairpin turn. (c) Longitudinal
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Chapter 5

System Limitations

From the experiments, natural questions arise about the maximum speed and number of

followers that our vehicle-following system can support. These questions include

- Using the experimental settings, how many followers can we have before one follower

goes off the road?

- Ignoring camera limitations, how big would the lateral errors be for the current

system if the lead vehicle were traveling at an operational speed (e.g., 25 m/s on

straightaways and 8 m/s on turns)?

- What improvements can be made to the current system so that at least one follower

can track at the operational speed without going off the road?

We explored these questions by performing more simulations in which we assumed the

variances of the sensor noises were constant across the tested speeds and inter-vehicle

distances. We again used the same noise-variance values shown in Table 3.3.

87



Chapter 5. System Limitations 88

5.1 Maximum Number of Followers in Experimental

Conditions

For the experiments, the followers were traveling at around 2 m/s on turns and up to

4.2 m/s on straightaways. To simulate these conditions, we conducted two simulation

cases: one where the lead vehicle travels at a constant 2 m/s for 200 s, but makes a

90-degree left turn around the 100 s mark, and the other where the lead vehicle simply

travels straight at 4.2 m/s for 200 s. Each case was repeated 30 times with nine followers

and each follower used the same decoupled-controller parameter values as the ones used

in most of the experiments, shown in Table 4.6.

Since the test track is about 7 m wide and the MATS vehicle is about 1.5 m wide,

a lateral error of more than 2.75 m would mean that a follower is off the road. Using

2.75 m as the threshold, we examined the lateral errors for all the followers and recorded

which follower was the first to exceed that threshold.

5.1.1 Results for Turn

Figure 5.1 shows a typical trial for the 90-degree-turn case. The lead vehicle’s path,

along with paths of the followers 4 and 8, is shown in Figure 5.1a. A close-up of the

turn is shown in Figure 5.1b, and the lateral errors of followers 1, 4, and 8 are shown in

Figure 5.1c. A histogram of the maximum number of followers before one exceeds 2.75 m

in lateral error is shown in Figure 5.1d. The results suggest that at least five followers

will be able to make a 90-degree turn without going off the road. As is evident from

Figure 5.1e, the average maximum lateral error increases with the follower number.

5.1.2 Results for Straightaway

Figure 5.2 shows a typical trial for the straightaway case. The lead vehicle’s path, along

with paths of the followers 5 and 9, is shown in Figure 5.2a. A close-up of the paths
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Figure 5.1: Typical trial for 90-degree-turn case at 2 m/s: (a) Paths for lead vehicle
and followers 4 and 8. (b) Close-up of 90-degree left turn. (c) Lateral tracking errors
for followers 1, 4, and 8. (d) Histogram of the maximum number of followers before one
exceeds 2.75 m in lateral error. (e) Average maximum lateral error with one-standard-
deviation error bars versus follower number.

is shown in Figure 5.2b, and the lateral errors of followers 1, 5, and 9 are shown in

Figure 5.2c. A histogram of the maximum number of followers before one exceeds 2.75 m

in lateral error is shown in Figure 5.2d. In nearly all of the trials, all nine followers

were able to stay within the 2.75 m lateral-error threshold. Hence, the bottleneck for

the experimental conditions is the 90-degree-turn case since less followers were able to

make the turn before one goes off the road. Similar to Figure 5.1e, Figure 5.2e shows the

average maximum lateral error increasing with the follower number, but the increase is

not as large.

5.2 Current System Implementation Tested at an

Operational Speed

We consider an operational speed for a convoy to be 25 m/s on straightaways and 8 m/s

on turns. Using these objectives, we conducted two simulation test cases, similar to
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Figure 5.2: Typical trial for straightaway case at 4.2 m/s: (a) Paths for lead vehicle and
followers 5 and 9. (b) Close-up of paths. (c) Lateral tracking errors for followers 1, 5,
and 9. (d) Histogram of the maximum number of followers before one exceeds 2.75 m in
lateral error. (e) Average maximum lateral error with one-standard-deviation error bars
versus follower number.

Section 5.1, with two followers. In the first case, the lead vehicle makes the 90-degree

left turn at a constant 8 m/s, while in the second case, the lead vehicle travels straight

at a constant 25 m/s. Again, 30 trials were repeated for each case, and the maximum

lateral errors for both followers are presented below.

5.2.1 Results for Turn

Figure 5.3 shows a typical trial for the 90-degree-turn case. As expected, the maximum

lateral errors for both followers occurred during the turn. A close-up of the vehicle

paths during the turn is shown in Figure 5.3b, and the lateral tracking errors for the

trial is shown in Figure 5.3c. From these figures, it seems the followers are turning a

little early (meaning the look-ahead time is too big) since the lateral errors are more

negative than positive during the turn. Histograms of the maximum lateral errors for

both followers are shown in Figure 5.3d and Figure 5.3e, respectively. Follower 1 averaged

a maximum lateral error of 3.21 ± 0.33 m, and follower 2 averaged a maximum lateral
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error of 5.15± 0.32 m. Clearly, with the current setup, both followers would not be able

to make a 90-degree turn at 8 m/s without going off the road.
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Figure 5.3: Typical trial for 90-degree-turn case at 8 m/s: (a) Paths for lead vehicle and
followers 1 and 2. (b) Close-up of 90-degree left turn. (c) Lateral tracking errors for
followers 1 and 2. (d) Histogram of maximum lateral errors for follower 1. (e) Histogram
of maximum lateral errors for follower 2.

5.2.2 Results for Straightaway

Figure 5.4 shows a typical trial for the straightaway case. A close-up of the three vehicles’

paths is shown in Figure 5.4b, and the lateral errors of both followers are shown in

Figure 5.4c. Histograms of the maximum lateral errors for both followers are shown in

Figure 5.4d and Figure 5.4e, respectively. Follower 1 averaged a maximum lateral error of

3.03± 0.53 m, and follower 2 averaged a maximum lateral error of 3.78± 0.55 m. Again,

the lateral errors averaged greater than 2.75 m, but are smaller than the 90-degree-turn

case.
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Figure 5.4: Typical trial for straightaway case at 25 m/s: (a) Paths for lead vehicle and
followers 1 and 2. (b) Close-up of paths. (c) Lateral tracking errors for followers 1 and
2. (d) Histogram of maximum lateral errors for follower 1. (e) Histogram of maximum
lateral errors for follower 2.

5.3 Improvements to Track at an Operational Speed

The main reason for our system’s poor performance during high speeds seems to be the

large heading gyro noise that is added to the simulations. This large noise creates poor

path estimates that are exacerbated at high speeds because the inter-vehicle distance is

increased. This is evident from the lateral errors of the followers in the two straightaway

test cases above; with the same noise conditions, nearly all nine followers had lateral

errors less than 2.75 m when the lead vehicle was going 4.2 m/s, but follower 1 and

follower 2 had average maximum lateral errors larger than 2.75 m when the lead vehicle

was going 25 m/s.

In an effort to reduce the inter-vehicle distance, the constant time delay can be re-

duced. However, a smaller time delay would require smaller smoother and line-fitting

windows since the window sizes need to be less than twice the time delay. This is a

problem with a system that runs at 4 Hz as smaller windows means fewer data points,

thus increasing the possibility of bad estimates. An example is shown in Figure 5.5 where
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the window sizes are all set to 2 s. As the result of having more data points, the heading

estimates at 10 Hz are noticeably better than the estimates at 4 Hz under the same noise

conditions. The heading errors at 10 Hz and 4 Hz have variances of 0.0011 rad2 and

0.0029 rad2, respectively.
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Figure 5.5: Heading estimates with window sizes all set to 2 s and the lead vehicle
traveling straight at 25 m/s: (a) Heading estimates at 4 Hz and 10 Hz, along with the
delayed leader’s actual heading. (b) Errors in the heading estimates at 4 Hz and 10 Hz.

To get at least one follower to track consistently within a lateral error of 2.75 m

at the operational speeds, we also had to reduce the variance of the simulated heading

gyro noise to 0.0003 rad2, a noise level with a 1-degree standard deviation. This noise

level may be reasonable given that the stated accuracy for the heading gyro employed

is 2 degrees [29]. In addition, we reduced the look-ahead time to 1.7 s as the followers

seemed to be turning too early in Figure 5.3c. The specific changes that were made to

the simulation to have at least one follower track at operation speeds are summarized

below:

- Reduced the constant time delay, τ , from 5 s to 2.7 s.

- Reduced the look-ahead time, l, from 2 s to 1.7 s.

- Reduced the windowing sizes, n, from 6 s to 2 s.
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- Reduced the heading gyro noise variance, σ2
θ , from 0.0055 rad2 to 0.0003 rad2

- Increased the system operating rate, 1
T

, from 4 Hz to 10 Hz.

With the above setup, we again conducted 30 trials each of the straightaway and 90-

degree-turn cases and recorded the maximum lateral errors for followers 1 and 2.

5.3.1 Results for Turn

Figure 5.6 shows a typical trial for the 90-degree-turn case. A close-up of the vehicle paths

during the turn is shown in Figure 5.6b, and the lateral tracking errors for trial is shown

in Figure 5.6c. Histograms of the maximum lateral errors for both followers are shown in

Figure 5.6d and Figure 5.6e, respectively. Follower 1 averaged a maximum lateral error

of 1.33 ± 0.08 m, and follower 2 averaged a maximum lateral error of 2.35 ± 0.10 m.

Although both followers stayed within the 2.75 m threshold for all 30 trials, it is evident

from the large increase in maximum lateral error from follower 1 to follower 2 that more

improvements are required so that more followers can be added.

0 200 400 600 800
0

200

400

600

800

x (m)
a.

y 
(m

)

Lead’s Path Foll. 1’s Path Foll. 1’s Path

750 800
0

20

40

60

80

x (m)
b.

y 
(m

)

Lead’s Path Foll. 1’s Path Foll. 2’s Path

0 50 100 150 200
−4

−2

0

2

4

Time (s)
c.

E
rr

or
 (

m
)

Lat. Error 1 Lat. Error 2

1.25 1.3 1.35 1.4 1.45 1.5 1.55 1.6
0

0.2

0.4

Maximum Lateral Error for Follower 1 (m)
d.

F
re

qu
en

cy
 %

2 2.2 2.4 2.6 2.8
0

0.5

Maximum Lateral Error for Follower 2 (m)
e.

F
re

qu
en

cy
 %

Figure 5.6: Typical trial for 90-degree-turn case at 8 m/s after improvements are made:
(a) Paths for lead vehicle and followers 1 and 2. (b) Close-up of 90-degree left turn. (c)
Lateral tracking errors for followers 1 and 2. (d) Histogram of maximum lateral errors
for follower 1. (e) Histogram of maximum lateral errors for follower 2.
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5.3.2 Results for Straightaway

Figure 5.7 shows a typical trial for the straightaway case. The lead vehicle’s path, along

with paths of the followers 1 and 2, is shown in Figure 5.7a. A close-up of the paths is

shown in Figure 5.7b, and the lateral errors of both followers are shown in Figure 5.7c.

Histograms of the maximum lateral errors for both followers are shown in Figure 5.7d and

Figure 5.7e, respectively. Follower 1 averaged a maximum lateral error of 1.64± 0.68 m,

and follower 2 averaged a maximum lateral error of 2.14 ± 0.81 m. Both followers had

lateral errors greater than 2.75 m in 3 of the 30 trials. Again, these results supports

the need for more improvements so that more followers can track successfully at an

operational speed. These improvements are discuss in Section 6.1.
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Figure 5.7: Typical trial for straightaway case at 25 m/s after improvements are made:
(a) Paths for lead vehicle and followers 1 and 2. (b) Close-up of paths. (c) Lateral tracking
errors for followers 1 and 2. (d) Histogram of maximum lateral errors for follower 1. (e)
Histogram of maximum lateral errors for follower 2.



Chapter 6

Summary

This thesis details the design and experimental validation of a distributed vehicle-following

system for vision-based convoying. The goal is to allow a convoy of full-sized autonomous

vehicles with large inter-vehicle spacing to follow the lead vehicle’s trajectory without

cutting corners on turns. The vehicle-following system must also use only on-board sen-

sors, avoiding the use of GPS, inter-vehicle communication, and road markers/magnets.

The sensors include a pan/tilt/zoom camera to measure the range and bearing to the

vehicle ahead, a gyro to measure the vehicle’s heading, and wheel encoders to measure

the vehicle’s speed.

In the design, we took a novel approach to vehicle following by introducing the

constant-time-delay concept. This approach creates a delayed leader and provides fu-

ture delayed-leader camera measurements. These future measurements allow for the use

of smoothers to estimate the range and bearing to the delayed leader and the use of

line-fitting windows to estimate the delayed leader’s speed and heading. In addition, ve-

hicle following with a constant time delay causes the following distance to vary with the

leader’s speed. This means the following distance will be larger when the leader speeds

up on easy portions of the road, e.g., paved roads and straightaways, and smaller when

the leader slows down on difficult portions, e.g., rough terrain and turns. The smaller

96
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following distance allows for more accurate camera measurements, which will help the

tracking during those difficult portions.

To model a follower vehicle, we used the bicycle model and took advantage of the

fact that our experimental vehicle had a speed-and-steering control system. As a result,

we were able to treat the vehicle dynamics as unity gains and to design controllers based

solely on the vehicle kinematics. With the objective of tracking a constant-velocity de-

layed leader, we designed two controllers: the point-ahead controller and the decoupled

controller. The point-ahead controller proved difficult to tune since its speed and steer-

ing commands are coupled. The decoupled controller has decoupled speed and steering

controls, allowing for more intuitive tuning and, as a result, worked much better than

the point-ahead controller. Lateral gain scheduling and a look-ahead feature were also

added to the decoupled controller to achieve better performance.

The inputs to the controllers are estimated by a nonlinear observer. The observer con-

sists of dead reckoning to estimate the follower’s position, smoothers to smooth the range

and bearing measurements, and line-fitting windows to estimate the delayed leader’s

speed and heading. To test the performance of the nonlinear observer and controllers,

a simulation environment was created in Simulink. The simulation environment consists

of a manually-controlled lead vehicle and identical follower vehicles that autonomously

track its immediate leader based on modeled sensor measurements. The vehicle kine-

matics were modeled using the bicycle model, while the dynamics were modeled with

transfer functions fitted to experimental vehicle data. Experimental data was also used

to model noise on the sensor measurements.

Experimental trials were conducted at the DRDC Suffield Experimental Proving

Ground during November 17th–28th, 2008, and May 25th–June 4th, 2009. The first set of

trials had to rely on DGPS for the follower’s position and heading since the heading gyro

had not yet been installed on the MATS vehicle. In addition, the decoupled controller

was still in development and did not use lateral gain scheduling for these trials. The best
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trial was a 10-lap traverse of the 1.3 km test track with one follower using the decoupled

controller. In the trial, the follower averaged a speed of 2.2 m/s and a lateral error of

0.07± 0.46 m.

For the May/June 2009 trials, a heading gyro was added to the MATS vehicle, allow-

ing the follower to better estimate its position. As a result, the follower was able to track

the leader without DGPS. Trials were conducted around the test track with one and two

followers with speeds of about 2.8 m/s. In the former, the follower averaged a lateral

error of 0.12±0.28 m over a 10-lap traverse of the test track, while in the latter, followers

1 and 2 averaged lateral errors of −0.02± 0.23 m and 0.24± 0.41 m, respectively, over a

13.5-lap traverse.

6.1 Future Work

There are many areas for future work in order to achieve autonomous convoying at op-

erational speeds. As mentioned in Chapter 4, the camera system is susceptible to failure

caused by dust or lighting changes. Hence, more testing is required to find a sensor to

overcome these challenges. The work in [27] by Lv and Luo suggests radar may be the

solution. We would also like the ability to tune each follower vehicle faster and to port

the vehicle-following system across vehicles with different throttle and steering dynam-

ics. The current process of running numerous trials to manually tune controller gains

and adjust for camera misalignments is very time consuming. Developing an adaptive

algorithm that can automatically adjust parameters during trials based on performance

measures, such as tracking errors, should help the tuning process.

From Chapter 5, it is evident that our design has limitations at higher speeds in the

presence of sensor noise. To obtain better path estimates, more research should be done

to take advantage of the future delayed-leader data. Currently, we are tracking a point,

the delayed leader, on a trajectory; perhaps, fitting a curve to the path and developing
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a path tracker to take advantage of the future path will provide better performance. In

addition, we currently do not employ a sophisticated method for outlier rejection. This

task may be handled using methods like random sample consensus (RANSAC) [10] and

iteratively reweighted least squares [31].

Other areas of development include adding obstacle avoidance and the ability to follow

a ‘missing’ leader. With the constant-time-delay approach, there is a possibility that an

object moves into the path previously occupied by a leader vehicle. This situation is

shown in Figure 6.1 where the object is an oncoming vehicle. To avoid a collision,

the follower must have the capability to detect the oncoming vehicle and diverge its

path accordingly. A missing leader occurs when the leader goes out of sight for a large

period of time, e.g., around a large building. This scenario would cause our current

implementation to fail. Ideally, we would want the follower to move to the last known

position of its leader and interpolate a new path if the leader is once again in view.

Figure 6.1: Oncoming vehicle may move into the path previously occupied by the leader
vehicle.



Appendix A

Proof of a Necessary Condition for

Tracking Delayed Leader using Dead

Reckoning

One necessary condition for our design to work is that the uncertainty in the input to

the controller must be bounded. This may not be obvious since the follower’s position is

estimated through dead reckoning. However, proofs of the uncertainty in both the point-

ahead and decoupled controllers’ inputs being bounded are given below. The proofs use

the properties of complex numbers to simplify the computation.

A.1 Preliminaries

Recall bicycle kinematics for the follower vehicle:

ẋ = v cos θ

ẏ = v sin θ

θ̇ =
v

d
tan γ =: ω,

100
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where ω is the follower’s turning rate.

Recall for a complex number

c = a+ jb,

the magnitude of c is

|c| =
√
a2 + b2.

Also recall Euler’s formula:

ejθ = cos θ + j sin θ.

Thus,
∣∣ejθ
∣∣ = 1.

A.2 Definitions

We define the space L∞ of functions u(t), t ≥ 0, that are bounded. Thus, for each u in

L∞, there exists b such that for all t ≥ 0, |u(t)| ≤ b. Denote the least such b to be ‖u‖∞,

the L∞-norm of u.

We also define the following sensor measurements using the common practice of as-

suming the measured signal is the actual signal plus additive noise:

- Measured follower speed by the wheel encoders:

vm(t) := v(t) + nv(t), (A.1)

where nv(t) is noise, and similarly for the ‘n’ terms to follow.

- Measured follower turning rate by the heading gyro:

ωm(t) := ω(t) + nω(t).
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- Measured range to leader from camera:

ρm(t) := ρ(t) + nρ(t). (A.2)

- Measured bearing to leader from camera:

φm(t) := φ(t) + nφ(t).

The follower’s heading is estimated by the gyro through integrating the turning rate:

θ̂(t) =

∫ t

0

ωm(q) dq.

For simplicity, we assume the delayed leader’s estimated heading is a nonlinear function

f representing the effects the nonlinear observer:

θ̂d(t) = f(. . . ).

Finally, we define the follower’s position as

z := x+ jy.

Hence,

ż = ẋ+ jẏ

= v(cos θ + j sin θ)

= vejθ.

Based on the follower’s position definition and the vehicle kinematics, the follower’s
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position can be calculated as

z(t) =

∫ t

0

v(q)ejθ(q) dq. (A.3)

Using the speed and turning rate measurements, we estimate the follower’s position as

ẑ(t) =

∫ t

0

vm(q)ejθ̂(q) dq. (A.4)

From geometry, the delayed leader’s position can be calculated as

zd(t) = z(t− τ) + ρ(t− τ)ejφ(t−τ)ejθ(t−τ). (A.5)

Using the range and bearing measurements, we estimate the delayed leader’s position as

ẑd(t) = ẑ(t− τ) + ρm(t− τ)ejφm(t−τ)ejθ̂(t−τ). (A.6)

A.3 Proof for Point-ahead Controller

The input into the point-ahead controller is the difference between the estimated points

ahead, p̂d − p̂. As a complex number, the follower’s actual point ahead is

p(t) = z(t) + κr(t), (A.7)

where r(t) = ejθ(t) is complex equivalent of the unit heading vector. Similarly, the

follower’s estimated point ahead is

p̂(t) = ẑ(t) + κr̂(t), (A.8)
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where r̂(t) = ejθ̂(t). For the delayed leader, its actual point ahead is

pd(t) = zd(t) + κrd(t), (A.9)

where rd(t) = ejθd(t), and its estimated point ahead is

p̂d(t) = ẑd(t) + κr̂d(t), (A.10)

where r̂d(t) = ejθ̂d(t). Defining

ε(t) := pd(t)− p(t)

and

ε̂(t) := p̂d(t)− p̂(t),

we let

δε(t) := |ε(t)− ε̂(t)| .

Thus, to show that the uncertainty in the input to the point-ahead controller is bounded,

we need to show that δε(t) is bounded. This is proven in Theorem 1, but to assist in the

proof, we introduce two lemmas:
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Lemma 1. If v and ρ belong to L∞, so does ε and, moreover, ‖ε‖∞ ≤ τ ‖v‖∞+‖ρ‖∞+2κ.

Proof. We have for any t

|ε(t)| = |zd(t) + κrd(t)− z(t)− κr(t)| by (A.7), (A.9)

≤ |zd(t)− z(t)|+ κ |rd(t)− r(t)|

=
∣∣z(t− τ) + ρ(t− τ)ejφ(t−τ)ejθ(t−τ) − z(t)

∣∣+ κ
∣∣ejθd(t) − ejθ(t)

∣∣ by (A.5)

≤
∣∣∣∣−
∫ t

t−τ
v(q)ejθ(q) dq + ρ(t− τ)

∣∣∣∣+ κ
(∣∣ejθd(t)

∣∣+
∣∣ejθ(t)

∣∣) by (A.3)

≤
∣∣∣∣
∫ t

t−τ
v(q)ejθ(q) dq

∣∣∣∣+
∣∣ρ(t− τ)ejφ(t−τ)ejθ(t−τ)

∣∣+ 2κ

=

∣∣∣∣
∫ t

t−τ
v(q)ejθ(q) dq

∣∣∣∣+ |ρ(t− τ)|+ 2κ

≤
∫ t

t−τ

∣∣v(q)ejθ(q)
∣∣ dq + |ρ(t− τ)|+ 2κ

=

∫ t

t−τ
|v(q)| dq + |ρ(t− τ)|+ 2κ

≤ τ ‖v‖∞ + ‖ρ‖∞ + 2κ by L∞ assum.

Since the right-hand side is independent of t,

‖ε‖∞ ≤ τ ‖v‖∞ + ‖ρ‖∞ + 2κ.
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Lemma 2. If v, nv, ρ, and nρ belong to L∞, so does ε̂ and, moreover, ‖ε̂‖∞ ≤ τ ‖v‖∞+

τ ‖nv‖∞ + ‖ρ‖∞ + ‖nρ‖∞ + 2κ.

Proof. We have for any t

|ε̂(t)| = |(ẑd(t) + κr̂d(t)− ẑ(t))− κr̂(t)| by (A.8), (A.10)

≤ |ẑd(t)− ẑ(t)|+ κ |r̂d(t)− r̂(t)|

=
∣∣∣ẑ(t− τ) + ρm(t− τ)ejφm(t−τ)ejθ̂(t−τ) − ẑ(t)

∣∣∣+ κ
∣∣∣ejθ̂d(t) − ejθ̂(t)

∣∣∣ by (A.6)

≤
∣∣∣∣−
∫ t

t−τ
vm(q)ejθ̂(q) dq + ρm(t− τ)

∣∣∣∣+ κ
(∣∣∣ejθ̂d(t)

∣∣∣+
∣∣∣ejθ̂(t)

∣∣∣
)

by (A.4)

≤
∣∣∣∣
∫ t

t−τ
vm(q)ejθ̂(q) dq

∣∣∣∣+ |ρm(t− τ)|+ 2κ

≤
∫ t

t−τ

∣∣∣vm(q)ejθ̂(q)
∣∣∣ dq + |ρ(t− τ) + nρ(t− τ)|+ 2κ by (A.2)

≤
∫ t

t−τ
|vm(q)| dq + |ρ(t− τ)|+ |nρ(t− τ)|+ 2κ

=

∫ t

t−τ
|v(q) + nv(q)| dq + |ρ(t− τ)|+ |nρ(t− τ)|+ 2κ by (A.1)

≤
∫ t

t−τ
|v(q)| dq +

∫ t

t−τ
|nv(q)| dq + |ρ(t− τ)|+ |nρ(t− τ)|+ 2κ

≤ τ ‖v‖∞ + τ ‖nv‖∞ + ‖ρ‖∞ + ‖nρ‖∞ + 2κ by L∞ assum.

Since the right-hand side is independent of t,

‖ε̂‖∞ ≤ τ ‖v‖∞ + τ ‖nv‖∞ + ‖ρ‖∞ + ‖nρ‖∞ + 2κ.

Theorem 1. If v, nv, ρ, and nρ belong to L∞, so does δε and, moreover, ‖δε‖∞ ≤

2τ ‖v‖∞ + τ ‖nv‖∞ + 2 ‖ρ‖∞ + ‖nρ‖∞ + 4κ.
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Proof. We have for any t

δε(t) = |ε(t)− ε̂(t)|

≤ |ε(t)|+ |ε̂(t)|

≤ ‖ε‖∞ + ‖ε̂‖∞ by L∞ assum.

≤ 2τ ‖v‖∞ + τ ‖nv‖∞ + 2 ‖ρ‖∞ + ‖nρ‖∞ + 4κ by Lemmas 1 and 2

Since the right-hand side is independent of t,

‖δε‖∞ ≤ 2τ ‖v‖∞ + τ ‖nv‖∞ + 2 ‖ρ‖∞ + ‖nρ‖∞ + 4κ.

As proven by Theorem 1, if the follower’s speed, range to the leader, and noises on the

speed and range measurements are bounded (which are reasonable assumptions), then

the uncertainty in the input into the point-ahead controller is bounded.

A.4 Proof for Decoupled Controller

The input into the decoupled controller is the estimated tracking error in the delayed

leader’s frame. As a complex number, the actual tracking error in the delayed leader’s

frame is

ε(t) = (zd(t)− z(t))e−jθd(t).

Similarly, the estimated tracking error in the delayed leader’s frame, as a complex number,

is

ε̂(t) = (ẑd(t)− ẑ(t))e−jθ̂d(t).
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Define the difference as

δε(t) := |ε(t)− ε̂(t)| .

Thus, to show that the uncertainty in the input to the decoupled controller is bounded,

we need to show that δε(t) is bounded. This is proven in Theorem 2, but to assist in the

proof, we introduce two lemmas:

Lemma 3. If v and ρ belong to L∞, then so does ε and, moreover, ‖ε‖∞ ≤ τ ‖v‖∞+‖ρ‖∞.

Proof. We have for any t

|ε(t)| =
∣∣(zd(t)− z(t))e−jθd(t)

∣∣

= |zd(t)− z(t)|

≤ τ ‖v‖∞ + ‖ρ‖∞ by Lemma 1

Since the right-hand side is independent of t,

‖ε‖∞ ≤ τ ‖v‖∞ + ‖ρ‖∞ .

Lemma 4. If v, nv, ρ, and nρ belong to L∞, so does ε̂ and, moreover, ‖ε̂‖∞ ≤ τ ‖v‖∞+

τ ‖nv‖∞ + ‖ρ‖∞ + ‖nρ‖∞.

Proof. We have any t

|ε̂(t)| =
∣∣∣(ẑd(t)− ẑ(t))e−jθ̂d(t)

∣∣∣

= |ẑd(t)− ẑ(t)|

≤ τ ‖v‖∞ + τ ‖nv‖∞ + ‖ρ‖∞ + ‖nρ‖∞ by Lemma 2
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Since the right-hand side is independent of t,

‖ε̂‖∞ ≤ τ ‖v‖∞ + τ ‖nv‖∞ + ‖ρ‖∞ + ‖nρ‖∞ .

Theorem 2. If v, nv, ρ, and nρ belong to L∞, so does δε, and, moreover, ‖δε‖∞ ≤

2τ ‖v‖∞ + τ ‖nv‖∞ + 2 ‖ρ‖∞ + ‖nρ‖∞.

Proof. We have for any t

δε(t) = |ε(t)− ε̂(t)|

≤ |ε(t)|+ |ε̂(t)|

≤ ‖ε‖∞ + ‖ε̂‖∞ by L∞ assum.

≤ 2τ ‖v‖∞ + τ ‖nv‖∞ + 2 ‖ρ‖∞ + ‖nρ‖∞ by Lemmas 3 and 4

Since the right-hand side is independent of t,

‖δε‖∞ ≤ 2τ ‖v‖∞ + τ ‖nv‖∞ + 2 ‖ρ‖∞ + ‖nρ‖∞ .

As proven by Theorem 2, if the follower’s speed, range to the leader, and noises on the

speed and range measurements are bounded (which are reasonable assumptions), then

the uncertainty in the input into the decoupled controller is bounded.



Appendix B

Glossary

Constant time delay The time delay in seconds used to define a leader’s delayed po-

sition, which is the reference point for its autonomous follower.

Dead reckoning The process of integrating sensor measurements using the vehicle kine-

matics to estimate a follower’s position.

Decoupled controller The controller designed by linearizing the vehicle model about a

constant-velocity trajectory, thus decoupling the model into longitudinal and lateral

components.

Delayed leader A leader delayed by the constant time delay; the delayed leader is the

reference vehicle for an autonomous follower.

Follower An autonomous vehicle that tracks the delayed position of the vehicle ahead

of it.

Future delayed-leader positions Leader positions that are ahead in time of the cur-

rent delayed-leader position.

Ground truth A vehicle’s actual position, heading, and speed. In our field trials, we

treated the DGPS measurements as ground truth.
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Lead vehicle The manually-driven first vehicle of a convoy.

Leader Any vehicle in a convoy that has an autonomous follower; the leader may be

autonomous itself or be the manually-driven first vehicle of the convoy.

Line-fitting window A method used to fit a line to a window of delayed-leader posi-

tions; the slope of the line is used estimate the delayed leader’s speed and heading.

Localization The process of obtaining position and heading estimates relative to some

reference point.

Nonlinear observer In our vehicle-following system, the nonlinear observer consists

of dead reckoning to estimate the follower’s position, smoothers to estimate range

and bearing measurements, and line-fitting windows to estimate the delayed leader’s

speed and heading.

Point-ahead controller The controller designed by linearizing the vehicle model about

a point ahead.

Smoother A method using cubic splines to smooth a window of range or bearing mea-

surements.
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