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Abstract

Visual Teach and Repeat 3 (VT&R3), a generalization of stereo VT&R, achieves long-term autonomous path-following using topometric mapping and localization from a single rich sensor stream. In this thesis, we improve the capabilities of a LiDAR implementation of VT&R3 to reliably detect and avoid obstacles in changing environments. Our architecture simplifies the obstacle-perception problem to that of place-dependant change detection. We then extend the behaviour of generic sample-based motion planners to better suit the teach-and-repeat problem structure by introducing a new edge-cost metric paired with a curvilinear planning space. The resulting planner generates naturally smooth paths that avoid local obstacles while minimizing lateral path deviation to best exploit prior terrain knowledge. While we use the method with VT&R, it can be generalized to suit arbitrary path-following applications. Experimental results from online run-time analysis, unit testing, and qualitative experiments on a differential drive robot show the promise of the technique for reliable long-term autonomous operation in complex unstructured environments.
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# Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIT*</td>
<td>Batch Informed Trees</td>
</tr>
<tr>
<td>DOF</td>
<td>Degrees of Freedom</td>
</tr>
<tr>
<td>DRDC</td>
<td>Defence Research and Development Canada</td>
</tr>
<tr>
<td>DWA</td>
<td>Dynamic Window Approach</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light Detection and Ranging</td>
</tr>
<tr>
<td>LPA*</td>
<td>Lifelong Planning A*</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Control</td>
</tr>
<tr>
<td>OGM</td>
<td>Occupancy Grid Maps</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional-Integral-Derivative</td>
</tr>
<tr>
<td>RHC</td>
<td>Receding Horizon Control</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Squared</td>
</tr>
<tr>
<td>ROC</td>
<td>Radius of Curvature</td>
</tr>
<tr>
<td>ROS2</td>
<td>Robot Operating System 2</td>
</tr>
<tr>
<td>RRT</td>
<td>Rapidly Exploring Random Trees</td>
</tr>
<tr>
<td>STEAM</td>
<td>Simultaneous Trajectory Estimation and Mapping</td>
</tr>
<tr>
<td>TEB</td>
<td>Timed Elastic Band</td>
</tr>
<tr>
<td>UGV</td>
<td>Unmanned Ground Vehicle</td>
</tr>
<tr>
<td>VT&amp;R</td>
<td>Visual Teach &amp; Repeat</td>
</tr>
<tr>
<td>VT&amp;R3</td>
<td>Visual Teach &amp; Repeat 3</td>
</tr>
</tbody>
</table>
Notation

\( a \)  This font is used for quantities that are real scalars
\( \mathbf{a} \)  This font is used for quantities that are real column vectors
\( \mathbf{A} \)  This font is used for quantities that are real matrices
\( \mathbf{1} \)  The identity matrix
\( \mathcal{F}_a \)  A vectrix representing a reference frame in three dimensions \( X \)
\( SE(3) \)  The special Euclidean group, a matrix Lie group used to represent poses
\( se(3) \)  The Lie algebra associated with \( SE(3) \)
\( T_{ba} \)  A matrix in \( SE(3) \) that transforms vectors from frame \( \mathcal{F}_a \) to \( \mathcal{F}_b \)
\( \exp(\cdot^\wedge) \)  A Lie algebra operator mapping from \( se(3) \) to \( SE(3) \)
\( \ln(\cdot)^\vee \)  A Lie algebra operator mapping from \( SE(3) \) to \( se(3) \)
Chapter 1

Introduction

1.1 Motivation

Robot navigation in unstructured outdoor environments is a challenging-yet-critical task for many mobile robotics applications including transportation, mining, and forestry. In particular, robust localization in the presence of both short- and long-term scene variations without reliance on a Global Positioning System (GPS) becomes particularly difficult. Furthermore, the off-road terrain-assessment problem is non-trivial to generalize as the variety of potential obstacles increases, all of which require careful identification, planning, and control to prevent collisions.

VT&R [1] tackles these problems by suggesting that often it is sufficient for a mobile robot to operate on a network of paths previously taught by a human operator. During a learning phase (the teach pass) the robot is manually piloted along a route whilst building a visual map of the environment using a rich sensor such as a stereo camera. In the autonomous traversal phase (the repeat pass), live stereo images are used to localize to the map with high precision and resiliency to lighting and seasonal changes [2, 3].

In practice, this architecture works well to address both the localization and terrain-assessment problems. By having a human operator drive the teach pass, we exploit the strong prior that the original path was traversable. It follows that, at least in the short term, it is likely the taught path remains collision free and by following the path closely in the repeat, minimal terrain assessment is required.

With the advent of Light Detection and Ranging (LiDAR) implementations of teach and repeat [4–6] whose localization system is less sensitive to viewpoint changes when repeating a path than stereo, we explore the possibility of temporarily deviating from the teach path to avoid new obstacles and increase the practicality of VT&R. In this application, we highlight the reliability of change detection for obstacle perception in difficult environments. Additionally, we emphasize the importance of path planning that minimizes deviations from the taught path to take advantage of the human terrain-assessment prior whenever possible. This allows us to navigate in the safest possible manner in the event of terrain-assessment errors.

While a local obstacle-avoidance scheme with these properties is desirable for teach-and-repeat
Figure 1.1: We present an architecture for locally avoiding unmapped obstacles along a reference path by extending sample-based motion planners to encourage trajectories with characteristics that best exploit prior path knowledge. Our system is validated on an ARGO Atlas J8 robot in real-world scenarios.

architectures, its practicality extends beyond this specific application. The ability to deviate from a pre-taught path to avoid obstacles and minimize deviations can be beneficial in various path-following scenarios, such as from autonomous driving of map routes or predetermined GPS breadcrumb following. By incorporating such adaptable and robust obstacle perception and path planning strategies, we can enhance the safety and efficiency of autonomous navigation in a wide range of environments. Therefore, the findings of this study not only contribute to the advancement of teach-and-repeat systems but also offer valuable insights for broader path-following applications.

1.2 Contributions

The primary contribution of our system is in the planning domain where we present a novel edge-cost metric that, when combined with a curvilinear planning space, extends the capabilities of a generic sample-based optimal motion planner to generate paths that naturally avoid local obstacles along the teach pass. Notably, in obstacle-free environments, our planner ensures that the solution remains on the original teach path without cutting corners. The key feature of our edge-cost metric is its ability to encourage path solutions that strike a delicate balance between minimizing path length and lateral path deviation, all achieved without relying on waypoints. Additionally, we demonstrate that our new metric maintains the fundamental properties of the underlying planning algorithm by utilizing an admissible sampling heuristic.

After generating suitable obstacle-avoidance plans, we propose two distinct control topologies for trajectory generation using Model Predictive Control (MPC). In the first case, we directly track
the planner output paths while utilizing MPC to enforce basic kinematic and acceleration constraints. This approach generates smooth trajectories that effectively avoid local obstacles. In the second implementation, we decouple the MPC from the planner by explicitly following the taught reference path instead of the planner output. To avoid obstacles, the current path solution is used to enforce a set of corridor state constraints, ensuring a collision-free and robust MPC trajectory.

The motion planning system is then integrated with VT&R3 and supplemented with a custom, multifaceted speed-scheduling algorithm to regulate the repeat velocity, allowing the robot to navigate the environment smoothly and safely while maintaining a consistent pace.

To illustrate the effectiveness of our path planner, we have conducted extensive simulations on a diverse set of realistic path-following scenarios. Through long-term autonomous navigation experiments spanning several kilometres in various unstructured environments, we showcase the entire system’s robust obstacle-avoidance capabilities and its potential for real-world deployment.

An overview of the teach-and-repeat framework is presented in Chapter 2 and the specific implementation details of each contribution are presented in Chapters 3 and 4, respectively. We then evaluate the system in online obstacle avoidance experiments on a differential drive robot in Chapter 5. Finally a discussion of the main conclusions for this research and the suggestion of future directions is provided in Chapter 6.
Chapter 2

Visual Teach & Repeat

This chapter delves into the problem structure and software development stack that have shaped the design choices of the proposed local obstacle-avoidance system. It is important to note that while we frame the planning and control problem within the context of VT&R3, the contributions of this work extend beyond teach and repeat and can serve as a local obstacle-avoidance module for more traditional robot navigation schemes.

We begin by providing a review of the teach-and-repeat development history, offering valuable background information. Subsequently, we discuss the limitations observed in previous teach-and-repeat implementations that create the niche that our research aims to address. We then present an overview of the relevant systems we interface with in VT&R3 and a discussion of the related literature.

2.1 History

2.1.1 Background

VT&R is an autonomous navigation framework that enables a robot to learn and repeat paths based on visual information and without GPS. It utilizes a combination of online data collection, map generation, and offline playback to achieve long-range path following. During the teaching phase, a human operator manually guides the robot along the desired path while onboard sensors, such as cameras and range finders, collect data. The robot records a sequence of camera images and captures relational information that suggests how to move from one image to the next. This information could include visual features, keypoint correspondences, or other relevant data. The teaching phase aims to create a reference dataset that represents the desired path.

Once the teaching phase is complete, the system proceeds to the map generation step. Online processing is performed on the recorded data to create a representation of the environment. This consists of local maps or occupancy grids that cover different sections of the path. The maps are interconnected to form a graph structure that represents the path and its surrounding environment and provides a spatial reference for the robot during path repetition. During a repeat, the robot uses
the recorded map and visual information to autonomously navigate along the taught path. It matches the current camera images against the recorded images and employs the relational information to determine its position and orientation relative to the reference path. Based on this information, the robot can follow the path accurately, adjusting its trajectory to minimize tracking errors.

The key advantage of the VT&R approach is its ability to repeat paths in varying environments without relying on external infrastructure like GPS or beacons. Instead, it leverages visual information and the map generated during teaching to localize and navigate autonomously. This makes VT&R particularly suitable for scenarios where accurate and reliable positioning systems may not be available or feasible.

2.1.2 Visual Teach & Repeat 1

The development of VT&R has a rich history. Early pioneers in autonomous navigation systems, such as Matsumoto et al. [7] and Howard [8], explored the concept of the teach-and-repeat framework. Matsumoto et al. [7] referred to the teach pass as a recording run, where a robot captured camera images and relational information to navigate along a recorded path. By matching against these recorded images and leveraging the relational information, the robot could replicate the recorded trajectory. Howard [8] introduced the manifold map, a topometric map similar to the one later used in VT&R, discussing and demonstrating its advantages in incremental mapping and retro-traversing.

The foundation of the VT&R system can be traced back to the work of Marshall et al. [9, 10], who developed an automated system for the “load-haul-dump” (LHD) cycle of under tramming vehicles. The system consisted of three steps: teaching, route profiling, and playback. During teaching, the vehicle was manually driven along the desired route while collecting data from onboard sensors. Offline route profiling used the logged data to generate path profiles, speed profiles, pause profiles, and sequences of local maps represented by overlapping occupancy grids. Subsequently, the system could autonomously play back the route profile. To achieve precise path following at the desired speed, an Unscented Kalman Filter (UKF)-based localizer and a feedback linearization controller were utilized, resulting in tracking errors of less than 50 cm.

Expanding on the success of [10], Furgale and Barfoot introduced VT&R1 in 2010 [1]. This comprehensive navigation system enabled long-range path following in non-planar terrain using only a stereo camera as the sensor. Similar to [10], VT&R1 involved online data collection along the desired path and offline map generation. However, it employed a variant of the Speeded Up Robust Features (SURF) algorithm for stereo visual odometry to handle non-planar terrain with the stereo camera. The local maps generated by VT&R1 consisted of triangulated SURF features as 3D landmarks, creating a hybrid topological/metric representation known as a topometric map.

2.1.3 Visual Teach & Repeat 2

While VT&R1 demonstrated the potential of using overlapping locally consistent maps for long-range autonomy, it had limitations in long-term operation and practicality. Visual features extracted
from stereo images were susceptible to environmental changes, resulting in increased localization failures over time. Interleaving frame-to-frame odometry and frame-to-map localization partially addressed the issue but limited VT&R1’s operational window to a few hours.

To overcome these limitations and improve usability, VT&R2 was introduced in 2017, accompanied by significant enhancements in long-term operation capability and ease of use. VT&R2 employed a hybrid topological/metric mapping approach, representing the map as a relative pose graph with metric information associated with vertices [11]. Unlike VT&R2, map building occurred online, allowing immediate path repetition after the initial demonstration. Taught paths formed chains of poses in the graph that could connect to other paths on both ends. This approach facilitated teaching paths in multiple sessions, branching off and optionally merging into existing paths. The smooth path-following across branching and merging points ensured seamless repetition of paths constructed from multiple sessions.

VT&R2 addresses the challenge of localization failure caused by changes in the environment through two algorithmic enhancements to the visual localization pipeline employed in VT&R1: Multi-Channel Localization (MCL) [12] and Multi-Experience Localization (MEL) [2]. VT&R2 integrates localization information from multiple sources into a unified estimation problem through Multi-Channel Localization (MCL). Each source, called a channel, consists of stereo images captured by a single camera and undergoes various transformations. VT&R2 modifies the visual localization pipeline to independently extract and track features for each channel, merging the data correspondences for state estimation. It employs two variations: a light-resistant variant using colour-constant images [13] and a duo-stereo variant with two forward and backward facing cameras [14]. The light-resistant variant adds an extra channel for each camera, operating on colour-constant transformed images that are less affected by changes in illumination. The duo-stereo variant includes additional channels to capture more visual features for improved localization, utilizing the expanded field of view. MCL extends the operational window from a few hours to multiple days compared to VT&R1.

Multi-Experience Localization (MEL) addresses gradual changes in the environment’s appearance by utilizing additional views from repeat passes. Experiences consist of visual features and their 3D locations obtained during teach or repeat passes. VT&R2 also introduces the Spatial-Temporal Pose Graph (STPG) to store extra experiences and establish metric relationships with the reference experience from the teach pass. By simultaneously considering all past experiences within the STPG, the live experience can be matched to solve a single estimation problem, significantly enhancing localization despite environmental changes. To manage computational costs, VT&R2 implements two algorithms for selecting relevant experiences. The first employs Bag of Words (BoW) descriptors, enabling fast similarity comparison [15]. The second algorithm utilizes collaborative filtering to select experiences with similar feature matching history [14]. MEL allows VT&R2 to operate effectively across seasonal changes, provided there are sufficient experiences to bridge the appearance gap.
2.1.4 Modern Variants

In recent years, there have been various other advancements to the VT&R2 architecture. These include a learning-based path tracker [16, 17], UAV implementations that focus on localizing from satellite imagery [18, 19], and a monocular camera version [20]. A significant development in the VT&R framework occurred in 2022 with the release of VT&R3 [21]. This new version was designed from scratch to be compatible with the latest software and hardware. It inherits the main features of VT&R2 while allowing more flexibility in terms of algorithms and sensor-robot configurations. The estimation, planning, and control problems in VT&R were re-formulated in a generic manner, with interfaces that separate them from the teach-and-repeat navigation logic. Notably, VT&R3 supports both LiDAR [4, 21] and RADAR [22] implementations of teach and repeat, with the former serving as the foundation for the research conducted in this study. A summary of a small selection of important VT&R advances is shown in Fig. 2.1. The code for VT&R3 is open-source and can be found at https://github.com/utiasASRL/vtr3.

![Deep Learned Visual Features](image1)
![Multi-Experience Localization](image2)
![LiDAR Teach and Repeat](image3)
![Colour-Constant Imagery](image4)

Figure 2.1: A summary of recent advances to the VT&R architecture

While VT&R3 represents a significant advancement, it is not the only recent implementation of the teach-and-repeat framework. Other vision-based implementations have been explored in the literature [23–26], primarily focusing on evaluating various visual localization techniques to address...
appearance and viewpoint changes. However, most of these implementations lack the ability to construct a network of paths, operate in a 3D environment, or achieve precise metric localization. In contrast, VT&R3 demonstrates a higher level of maturity. Another notable system similar to VT&R is presented in [27], utilizing LiDAR technology for odometry, mapping, and localization based on ICP-based point cloud registration. The use of LiDAR enhances the system’s robustness to lighting variations, while the expanded field of view enables deviation from the reference path for obstacle avoidance. Additionally, Baril et al. [28] have recently developed a LiDAR-based teach-and-repeat system, similar to the one in [27], specifically focusing on the robustness of LiDAR localization in challenging environments with dense vegetation and snowfall.

2.2 Limitations

In the previous section we note that past versions of VT&R had limitations in obstacle avoidance due to sensor constraints. Camera-based VT&R systems often faced localization failures when the robot deviated from the taught reference path to avoid obstacles. However, despite this limitation, VT&R remained a highly reliable navigation system. This is because the taught path provides a strong prior on the traversability of the environment. Since the path was manually taught by a human, it is assumed that, at least at one point, the path was completely traversable. Hence, during a repeat, a naive yet practical strategy is to closely follow the taught path blindly, disregarding the terrain assessment problem completely. Although this assumption may break down over time due to changes in the static environment or the presence of dynamic obstacles, over the vast majority of path repeats this assumption holds true. Therefore it is important for any navigation strategy to leverage this prior knowledge in the presence of perception uncertainties.

The emergence of 3D LiDAR-based VT&R architectures [4, 5, 21, 28] with improved localization robustness up to several meters away from the path has made local obstacle avoidance more feasible. This advancement inspired the main objective of this thesis: to develop a reliable local obstacle-avoidance system for teach-and-repeat architectures. This system would allow the robot to temporarily deviate from the taught reference path if necessary to avoid obstacles and successfully accomplish the repeat objective. If successful, this local obstacle-avoidance module can expand the reliability of long-term autonomous navigation using teach-and-repeat methods.

We are not the first to consider the importance of obstacle-avoidance in teach-and-repeat frameworks. Despite the localization issues Cherubini [6] cleverly extends a camera-based teach-and-repeat system to manoeuvre around obstacles in outdoor urban environments. By adding an additional laser scanner, they detect new obstacles during repeats and use an approach similar to the classical Elastic Band [29] to plan a deformable path, free of collisions. Critically, they maintain localization by actuating the camera pan angle to regulate scene visibility, however there is still strict viewpoint limitations that inhibit practicality.

Krusi et al. [5] utilized the additional mobility freedom to navigate reliably in dynamic environments. They actively detected potential obstacles by analyzing irregularities in the distance between
concentric LiDAR rings, assuming local planarity of the ground. Once detected, an online motion planner generated a tree of 21 potential trajectories around the obstacles, selecting the one that best satisfied system constraints. The chosen trajectory was then tracked using an internal control law. This approach improved the long-term autonomy of the teach-and-repeat architecture but was limited to mostly structured environments with simple obstacle geometries.

In 2022, Mattamala et al. [30] explore the use of a locally reactive controller for completing visual teach-and-repeat missions in the presence of obstacles. Their research employs local elevation maps to compute vector representations of the environment and directly generate control twist commands using a Riemannian Motion Policies controller. They deploy this solution on slow-moving (0.3 m/s) quadruped robots within indoor environments.

The approach presented by Mattamala et al. demonstrates effectiveness in handling numerous small obstacles, benefiting from its efficient computational processing. However, it has shown a tendency to encounter challenges when dealing with more complex obstacle formations, as it relies on maneuvering through Signed Distance Fields and can fall into local minima. Additionally, the proposed perception system is primarily evaluated in planar environments, limiting its ability to differentiate between traversable obstacles, such as tall grass, and non-traversable obstacles like barriers. It is also important to note that while the control scheme does exhibit reasonable path tracking errors by employing periodic lookahead goals, the controller lacks explicit considerations for preserving consistent viewpoints and limiting lateral path deviations during obstacle avoidance. These factors are crucial for mitigating localization failures during repeats.

In the remainder of this chapter, we will discuss some of the key modules of VT&R3 that facilitate an obstacle-avoidance system, and then we present the basic structure of our proposed motion planner designed to replace the internal VT&R3 path tracker.

2.3 VT&R3 Architecture Overview

Figure 2.2: This figure provides a high-level overview of the VT&R3 system. It can be summarized into three components: VT&R3 Navigation System, GUI, and Safety Monitor.

A high-level overview of the VT&R3 architecture is shown in Fig. 2.2. Broadly, we can separate the system into three main components: The Navigation System, a Graphical User Interface (GUI)
and a Safety Monitor layer.

The Navigation System, written in C++, utilizes state estimation, planning, and control algorithms to execute tasks within the teach-and-repeat framework. It communicates with the GUI for visualization and user commands, as well as the Safety Monitor for control commands and diagnostics. The Robot Operating System 2 (ROS2) middleware facilitates secure and low-latency communication between these components. The Navigation System is modularized into separate modules for state estimation, perception, task planning, and control, with each module running in its own thread. Notably, the work established in this thesis introduces a significant improvement by replacing the previous blind path-following module with a full motion planner that incorporates local obstacle-avoidance capabilities.

The Safety Monitor acts as an independent watchdog process to ensure safe operation of the robot in critical failure situations. It performs safety checks based on mechanical actuation limits and localization status, overriding underlying modules if necessary to stop the robot.

The GUI is a user-friendly, single-page web application. Its server-side backend is developed in Python, while the client-side frontend is implemented in JavaScript. The backend acts as a message converter, bridging the communication between the navigation system and the frontend. User inputs from the frontend are transmitted to the backend using WebSocket, a bidirectional real-time communication protocol based on TCP. The backend converts these user inputs into ROS2 messages and publishes them to the navigation system. Conversely, incoming ROS2 messages from the navigation system are transmitted back to the frontend.

![Figure 2.3: This figure shows a screenshot of the VT&R3 Graphical User Interface, with the main components highlighted.](image)
In the planning and control process, the GUI, shown in Fig. 2.3, plays a crucial role by providing essential information to the user. It allows the user to initiate teach-and-repeat operations, expanding the existing network of paths or autonomously traversing them. When a previously taught pose graph is loaded from the GUI, the user can specify objective poses for the robot, determining the start and end point for the repeat operation that defines the reference path for that mission. This information is then passed to the navigation system that retrieves the corresponding pose graph for use in the motion planner.

The GUI additionally provides the option for the user to manually annotate segments of the pose graph with a terrain classification. These terrain classes associated a maximum corridor width around the pose graph network that is meant to establish how much freedom the path planner and controller has while avoiding obstacles. For example, if the path runs alongside a cliff, the local planner should be constrained to a narrow corridor. Conversely, in open field segments, the local planner can have more flexibility to deviate from the path and explore wider trajectories, if it is deemed beneficial.

2.4 Local Obstacle Avoidance Literature

Obstacle avoidance in unstructured environments is a broad and well-studied field. Generally, the literature can be categorized into the solution of two sub-problems: (i) obstacle detection and (ii) local trajectory planning given a set of obstacles.

2.4.1 Obstacle Detection

As stereo-based teach-and-repeat obstacle avoidance is more challenging owing to changes in viewpoint, we focus our discussion to LiDAR perception architectures. Obstacle detection in this work can be related to the problem of unsupervised object discovery from LiDAR change detection, which is often handled jointly with long-term mapping [31–33]. We are concerned with detecting changes in the environment from two sets of LiDAR measurements or their derived representations (i.e., point clouds, voxel grids), with one considered a query and the other as a reference. The most direct approach is accumulating measurements from both sets into point clouds, computing the nearest-neighbour distances between points from the two clouds, and classifying changes by thresholding the distance [34]. Although more sophisticated classification techniques have been explored in [35–37], decent results can be achieved if the point clouds are dense and there is no need to reason about occlusions.

The perception system in VT&R3 [21] is inspired by previous terrain-assessment works for VT&R that also rely on change detection [38, 39]. In [38], the terrain ahead of the robot is organized into robot-sized patches, each of which is a 2D grid storing the estimated terrain height. These patches are compared with those from previous experiences, and any significant difference causes the respective terrain to be marked non-traversable. The approach is improved in [39], with each cell storing a 1D Gaussian Mixture Model (GMM) with two Gaussians in the vertical direc-
tion. One Gaussian models the terrain height and roughness, and the other addresses noises due to overhanging vegetation. Our method learns from [39] to explicitly account for surface roughness in change detection using a Gaussian model, improving the detection of small obstacles in structured environments and applies the notion to LiDAR point clouds.

As the obstacle-detection system is not the focus of evaluation for this work, we direct the reader to Wu [21] for implementation details. At a high level, we treat obstacle detection as a change-detection problem between the environment’s long-term static structures and the current LiDAR observation. If a point from the live scan fails to coincide with a mapped structure, it is likely from a new obstacle, or is representative of a significant change to the environment that should be avoided. We then adopt classical methods for classifying points in the scan based on a thresholding method similar to [34], while modelling surface roughness with a Gaussian in our classification metric as in [38, 39]. After generating point-wise 3D obstacle detections, we project the obstacles to local 2D Occupancy Grid Maps (OGM) and apply a temporal filter similar to [40, 41] to help reject false positive detections. Although the approach is not infallible, generally obstacle detection rates are sufficient for navigation in difficult unstructured environments. Going forward we take for granted that all obstacles are reliably detected and projected onto local 2D occupancy grids for collision checking.

2.4.2 Local Path Planning

In the teach-and-repeat problem structure, we have a reference path to follow and wish to temporarily deviate from the path to avoid obstacles. Ensuring the planner returns the exact nominal reference path, including when paths intersect or loop, is imperative under obstacle-free conditions, particularly for applications requiring complete path coverage. Consequently, when the robot deviates from the reference path to avoid obstacles, the safest path is the one that minimizes the lateral deviation from the reference so that we maximize the use of prior terrain knowledge. In this study, we assess the relevant literature on obstacle avoidance within the framework of these crucial properties.

An effective way to locally plan around obstacles was demonstrated by Selek et al. [42]. They avoid local obstacles by generating a tree of trajectories at each time step and select the best one with respect to a cost function. While simple, the output trajectories are not optimized for path-following, even in obstacle-free environments, an undesirable property for high-precision teach-and-repeat applications. A similar trajectory-sampling approach is used by Said et al. [43]. However, in this case the trajectories are sampled from a curvilinear coordinate space with axes defined by the longitudinal and lateral distances along the reference path, respectively. Using this method ensures that at least one of the sampled trajectories lies exactly on the reference path, resulting in an optimal solution in the event there are no obstacles. Our method uses a similar curvilinear planning space to exploit the same property within a sample-based planner, but differs considerably in the application and is more robust to singularities that form over sharp turns in the reference path.

With the prevalence of many high-speed optimization solvers, direct path-tracking MPC has
become a popular choice [44, 45] for the ability to easily enforce system constraints and tune the behaviour of the controller. In these implementations, a quadratic cost function typically models the error between a robot’s predicted state and a path given a sequence of control inputs to be optimized.

To avoid obstacles, Dong et al. [46] adds additional state constraints to MPC. Normally obstacle constraints make the problem non-convex due to the spawning of additional path homotopy classes resulting in local minima. They are able to avoid this problem by approximating obstacles as low-dimensional linear convex hulls to find globally optimal solutions for simple vehicle passing manoeuvres. Lindqvist et al. [47] shows how the use of a nonlinear, non-convex solver such as Proximal Averaged Newton for Optimal Control (PANOC) [48] can successfully solve obstacle-avoidance problems by describing sets of obstacles as nonlinear inequality constraints and then relaxing them with penalty functions. These types of approaches work well in structured environments with few obstacles, but fail to scale well when the number and variety of obstacles increases.

Instead of trying to approximately solve non-convex MPC problems directly, an alternative strategy is to first run a separate path-planning algorithm to find a route that avoids obstacles and then reconnects with the global path. Liniger et al. [49] applies this idea to autonomous racing, using dynamic programming to find rough shortest-distance paths avoiding other vehicles. This path solution is representative of the most promising path homotopy class. By defining convex lateral state constraints on the MPC based on this initial homotopy solution, they are able to generate globally optimal trajectories at high control rates. Patterson et al. [50] applies a more straightforward approach that defines the lateral corridor of MPC constraints using geometric rules based on the location of obstacles relative to the road centre-line.

Of these techniques, our method is most comparable to [49]. The distinction is that we use a sample-based planner, combined with our novel edge-cost metric, to find paths that exploit our prior terrain knowledge by reducing lateral error with the reference and are suitable for large networks of paths. To the best of our knowledge, our approach is the first to directly incorporate lateral penalties to the edge cost of sample-based motion planners. This feature offers a number of planning properties that uniquely complement the teach-and-repeat architecture and improves long-term navigation reliability.

2.5 Local Obstacle Avoidance Architecture

This section describes our approach for autonomous relative path following given a previously taught route. An overview of our architecture is provided in Fig. 2.4, with the main contributions of this thesis being the motion planning module. VT&R3 provides knowledge of the current state of the robot, the pose graph for the path we intend to repeat, and real-time updated LiDAR obstacle detection maps. The internal change detection module utilizes LiDAR scans to generate local 2D occupancy grid maps, labelling newly appeared obstacles during the repeat as occupied cells. Our path planner utilizes this information to find paths that lead the robot to the end of the path, aiming to avoid local obstacles while staying close to the original route. We accomplish this by combining
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Figure 2.4: An overview of the proposed obstacle-avoidance system. A change-detection LiDAR perception module identifies previously unmapped structures and updates a locally planar 2D occupancy grid map. The planner finds paths that avoid obstacles using our laterally weighted edge-cost metric and we evaluate two different MPC schemes to enforce kinematic constraints on the final trajectory.

Next, we present two variants of a secondary MPC module that plays a critical role in finding a kinematically feasible optimal trajectory to safely navigate around obstacles and complete the repeat. In the first implementation, we use a direct tracking MPC that explicitly aims to follow the planned path, making the assumption that it is collision-free. In the second implementation, we decouple the planner from the MPC and adopt a homotopy guided MPC. This approach focuses on directly following the previously taught path while dynamically generating sets of state constraints based on the planner’s output. The output of the MPC is a velocity command, conveyed to the robot as a ROS2 Twist message in each iteration of the control loop. A full description of the MPC implementation is provided in Chapter 4.

2.6 Summary

In summary, this chapter provides a comprehensive overview of the teach-and-repeat development history and the limitations observed in previous implementations. We introduce the VT&R framework and its ability to learn and repeat paths based on visual information, emphasizing its advantages in environments where traditional positioning systems may not be available. The chapter further explores the evolution of VT&R from its early versions to the recent VT&R3 release, highlighting the enhancements in long-term operation, robustness, and ease of use. We underscore the...
significance of incorporating a local obstacle-avoidance system within a teach-and-repeat architecture to bolster the long-term autonomous reliability of these systems in practical applications. After outlining how a local obstacle-avoidance system seamlessly integrates with VT&R3, we introduce a straightforward yet effective motion planning framework to achieve our goal of safe and efficient path following. We then present a comprehensive evaluation of the system’s performance in real-world scenarios, providing valuable insights and practical guidance for implementing teach-and-repeat architectures with improved obstacle-avoidance capabilities.
Chapter 3

Path Planning

In this chapter, we introduce the fundamental contribution of this thesis: a novel adaptation to sample-based path planners, specifically designed for achieving local obstacle avoidance and natural path following. Through our modifications, we effectively leverage the valuable information derived from the pre-existing reference path, allowing us to generate safe and optimized candidate paths that seamlessly navigate around obstacles while adhering to desirable trajectory characteristics. Our initial work, published and presented at the 20th Canadian Conference on Robots and Vision (CRV) [51], serves as the foundation for the research presented and expanded upon in this chapter.

3.1 Introduction

In pursuit of the desired VT&R3 application, our goal is to solve a planning problem that can be succinctly described as follows. Given a reference path, our objective is to plan a path from the robot to the end of the reference path while closely adhering to it, deviating only when necessary to avoid obstacles. Our primary focus is to minimize path tracking error from the reference path in order to effectively utilize prior terrain knowledge, rather than prioritizing speed when repeating the path. Given the wide range of highly diverse unstructured operational environments that can be expected, we also emphasize the critical importance of ensuring the generalizability of the solution. Although our objectives are tailored for VT&R3, it is evident that a similar problem structure can be applied to traditional two-layer local and global planning architectures [52] and that the behaviour we describe is generally desirable for a range of path-following applications.

A naive approach to solving this problem would involve using an established local trajectory planner, such as modern variants of the Dynamic Window Approach (DWA) [53, 54] or the Timed Elastic Band (TEB) [55, 56], configured to follow a series of consecutive waypoints along the global path. While this approach may be effective, working with waypoints can be cumbersome, particularly for complex paths. One crucial question arises: how far ahead should we place the waypoints? Placing them too far in advance risks skipping path segments that loop or intersect, which is undesirable in the context of VT&R3. For example, consider a lawn mowing application where complete path coverage is a necessity of completing the objective. On the other hand, placing
Figure 3.1: In this figure, we outline some potential disadvantages of using sequences of waypoints for path following, particularly when it comes to spacing selection. Sparse waypoints risks bypassing crucial segments of the reference path, while dense waypoints pose challenges in accommodating unforeseen obstacles during planning.

waypoints too close can lead to jittery behaviour and corners being cut at times. Additionally, when obstacles are introduced near waypoints, this spawns another difficult choice. Should we plan right next to the obstacle and then navigate around it? Or do we take a more conservative approach and skip the waypoint? While solutions exist for addressing each of these problems individually, our ultimate objective is to identify a path planner that embodies more natural path following properties.

Inspired by the waypoint example, we sought to establish a set of path planner principles that describe an idealized planner capable of addressing the requirements of global path following with local obstacle avoidance.

**Desired Path Planner Principles:**

1. *Immediate Obstacle-free Solutions:* When operating in an obstacle-free environment, the planner should naturally return the nominal reference path. Since we already possess knowledge of the optimal obstacle-free solution from the reference plan, the local planner should default to this path-following strategy.

2. *Preservation of the Reference Path:* The planned path should never take shortcuts or deviate from the reference path unnecessarily. This principle is particularly significant in applications such as lawn mowing, where it is crucial to faithfully repeat the reference route without cutting corners.

3. *Balancing Path Length and Lateral Deviation:* In the presence of obstacles, the planner should strike a balance between minimizing both path length and lateral deviation from the
reference path. This principle is of utmost importance in the context of VT&R3, where we possess reliable prior information about the traversability of the reference path. Consequently, actions taken to avoid obstacles should prioritize minimizing lateral deviation while still making forward progress. This approach offers the best chance of avoiding obstacles that may have been missed due to perception errors.

4. **Any-time Planning:** The planner should be capable of providing an “any-time” plan, meaning that it can be queried at any moment to obtain the current best solution. This flexibility allows us to obtain the most up-to-date solution whenever we require it, without unnecessary delays in waiting for a new solution.

5. **Incremental Update for Dynamic Obstacles:** As obstacles are discovered or move within the environment, the planned path should be incrementally updatable to accommodate these changes. This capability eliminates the need to replan from scratch and allows for efficient modification of the plan in response to dynamic obstacles.

6. **Probabilistic Completeness:** The planner should exhibit probabilistic completeness, meaning that given sufficient time to generate a solution, it should asymptotically converge to an optimal solution based on the provided optimization metric.

With these guiding principles in mind, the subsequent section will delve into the existing literature to examine how current path planning solutions either address, or fail to address these objectives. The remainder of the chapter provides a detailed exploration of the primary novel contribution of this work: a specially designed sample-based path planner, accompanied by a tracking MPC trajectory planner, that aims to fulfill the defined planning objectives.

### 3.2 Related Work

Path planning for local obstacle avoidance is a rich and well studied field with a wide range of approaches. In this work, we are particularly concerned with local obstacle avoidance for unmanned ground vehicles with fixed underlying reference plans, and as such limit our review of the literature to this subsection of obstacle planning. Given the current state of the robot and known positions of obstacles, we explore the methods for generating trajectories that avoid the obstacle and return to the reference plan.

One simple approach to this problem is to optimize for a solution directly at the trajectory generation level. Krusi et al. [5] propose planning robot trajectories using a random spanning tree of potential rolled-out trajectories, considering a desired reference velocity. A cost function is then used to select the best trajectory based on various characteristics. This approach is computationally inexpensive and works well for simple paths with single isolated obstacles. However, it becomes less effective for more complex trajectories, and the quality of the solution is limited by the number of samples explored. In 2016, the same team attempted to improve upon this approach by incorporating
a traditional local planner based on Rapidly Exploring Random Trees (RRT) [27] with dynamic
waypoint generation. However, as we make note of previously, the use of waypoints in this form
has limitations.

More recently, there has been considerable effort in exploring alternative navigation strategies
beyond classical approaches. For example, Meng et al. [57] demonstrate the use of deep learning
to learn high-level navigation behaviours from a dataset of example demonstrations. Their network
takes in a sequence of images from a “teach” dataset and outputs a short-distance waypoint ahead of
the robot based on the current observation. While not explicitly designed for obstacle avoidance, this
approach naturally exhibits avoidance behaviour in addition to path following. Although promising,
the path-following errors in these techniques [58–60] are currently larger than what is acceptable
for precise teach-and-repeat applications.

Another approach to path following with local obstacle avoidance is presented by Liniger et
al. [49], as previously introduced in Chapter 2. Drawing inspiration from their techniques, we
now delve into a more comprehensive examination of their methodology. They propose a coupled
path planner and MPC architecture, applied in the domain of autonomous racing. While the racing
context may seem unrelated to VT&R3 objectives, there are significant similarities. In racing, there
is often a pre-calculated optimal trajectory that results in the fastest lap times. Therefore, it is
advantageous to develop a planner that closely follows these lines and quickly returns to the optimal
line after passing competitor vehicles. Their method discretizes the track into a grid of cells and
employs the dynamic programming algorithm, [61], to identify the shortest path around competing
vehicles, leading back to the optimal line. From this initial solution, they define lateral corridor
constraints that guide an MPC controller to find an optimal trajectory within the corridor.

As they can define this corridor as convex, this ensures that the MPC does not get stuck in
local minima and they can maintain high control rates. While this approach is powerful and serves
as a significant source of motivation for our method, it also has its limitations, particularly in the
scalability of the planning approach. The brute force dynamic programming planner is restricted
to structured scenes with a few obstacles of known fixed size, as acknowledged by the authors
themselves.

This method of motion planning is based on the work of Park et al. [62] and has roots in the
concept of path homotopies. A path homotopy class is a mathematical concept used in topology
to classify paths based on their topological equivalence [63]. In simple terms, it groups together
paths that can be continuously deformed into one another without tearing or intersecting. Two
paths belong to the same homotopy class if they can be transformed into each other by smoothly
deforming them while keeping their endpoints fixed. The notion of path homotopy is based on
the idea that the shape or topology of a path is more important than its precise geometric details.
It allows us to study the properties of paths that are preserved under continuous transformations,
providing a way to compare and classify different paths based on their underlying structure. By first
finding an initial solution using a planning algorithm, you are able to identify one such solution that
belongs to a potentially promising homotopy class. MPC is then able to optimize within the class
to find a globally optimal solution.

The popular TEB approach [55] similarly leverages path homotopy classes to find robust planning solutions. In their implementation, the authors utilize Voronoi diagrams to span the environment and discover as many homotopy classes as possible. They then use some clever mathematical analysis based on the related concept of path homology to refine and filter these sets of paths, followed by parallel optimization to select the optimal solution. This approach offers improved scalability for real-time applications. However, it does not inherently support smooth path following without relying on waypoints and is computationally limited due to the exhaustive nature of Voronoi diagram generation. Bhattacharya et al. [64] perform a similar exhaustive homotopy class search, instead using the graph-based search algorithm A* [65] to improve the scalability.

Unlike the previous architectures, we elect to use a sample-based planner to identify strong candidate paths that avoid obstacles and combine this result with MPC. The first is a direct tracking MPC approach where the output of the planner is used as a reference trajectory for the cost function. The second approach is to implement a homotopy guided MPC with corridor constraints defined by the current planner solution. These approaches have some important advantages compared to the methods presented to this point. Firstly, sample-based planners such as Rapidly Exploring Random Trees (RRT*) [66], Fast Marching Trees (FMT) [67], Probabilistic Roadmaps (PRM) [68], or D* [69], can generate solutions more tractably in large unstructured environments. Unlike deterministic search algorithms that exhaustively explore the configuration space, sample-based planners take a probabilistic approach by sampling random points in the space. This sampling strategy allows them to efficiently explore the configuration space without being constrained by its size or complexity [70]. By randomly sampling configurations, these planners can effectively navigate through complex and high-dimensional spaces, searching for feasible paths that connect the start and goal states. The probabilistic nature of the sampling ensures that the planner explores a diverse set of configurations, covering a wide range of possibilities. This random exploration helps in avoiding local optima and discovering feasible paths even in challenging and cluttered environments.

We are not the first to try to combine sample-based planners with MPC. Zhou et al. [71] run a variation of the sample-based planner Informed RRT* [72] to generate shortest-distance paths avoiding obstacles, and opt to track this path directly with MPC under the assumption that it will be collision free. Similar to this work, Al-Moadhen et al. [73] uses Batch Informed Trees (BIT*) as the sample-based motion planner with the addition of a B-Spline smoothing post-processing step to generate kinematically feasible paths to be tracked with MPC.

A fundamental difference between previous works and this research lies in the design of the sample-based path planner. By introducing specific modifications to the planner’s fundamental structure, including the incorporation of a specialized configuration space and a novel edge cost metric that prioritizes minimizing lateral deviation from a reference path, we demonstrate the ability to customize this architecture to best align with the path-following problem structure. This tailored approach allows us to effectively leverage the available prior information in VT&R3 and effectively fulfill the proposed planner principles.
The comparison table in Fig. 3.2 provides a comprehensive overview of how the different local obstacle-avoidance methodologies discussed thus far align with the requirements of our planning problem. It highlights the particular niche that our work aims to address and illustrates the distinctive contribution we bring to this field.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive Route Following [5]</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Driving on Point Clouds [27]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Learning Composable Behavior Embeddings [59]</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Optimization-Based Autonomous Racing [49]</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Timed Elastic Band [57]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td></td>
</tr>
<tr>
<td>Hybrid Obstacle Avoidance [51]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Superting BIT*-Based Planning [53]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Path Homotopy Invariants [65]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Along Similar Lines (Ours) [93]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.2: A comparison table illustrating how other researchers’ local obstacle solutions address the proposed planning principles in Chapter 3.1. Our approach, [51], is the only method identified that meets all of proposed principles.

### 3.3 Methodology

#### 3.3.1 Assumptions

Before describing our path planning method, it is important to state our assumptions about the environment and discuss their importance.

**Assumption 1**  A maximum corridor with place-dependant width is specified at all points along the taught reference path that constrains the size of the planning domain.

Assumption 1 is a critical aspect that significantly influences the path-planning process. By having access to a predefined maximum corridor with a width that varies based on the location along the taught reference path, we can effectively limit the search space when generating planning solutions. This constraint is particularly important in the teach-and-repeat context, where the generated local plans should closely follow the taught path, typically deviating by approximately 5 m or
less due to the potential for localization failures beyond this range. Moreover, in certain scenarios, it is advantageous to impose a manual, place-dependant corridor along the taught path. This additional constraint allows us to account for non-traversable terrain that may not be detectable through our obstacle perception system, such as the edge of a cliff, or a nearby body of water. By incorporating this constraint, we can further restrict the planner’s solutions to consider only feasible paths within the cleared terrain, ensuring safe and reliable navigation during the autonomous traversal.

For applications where this information is not directly available and is less relevant for the operational domain, this value can instead suitably be specified by a constant corridor width as a user defined parameter.

**Assumption 2**  *The environment can be approximated by local planar surfaces and a projected 2D obstacle map representation of the local environment is available for reliable collision checking.*

Assumption 2 is based on the understanding that our primary focus in this work lies in path planning rather than perception. We assume that we have access to accurate 2D OGM (Occupancy Grid Maps) that project the local 3D obstacle structures detected by LiDAR onto the vehicle’s frame. These maps divide the space into occupied and obstacle-free cells that can be queried by the planner to perform collision checks.

In our application, we make a trade-off by utilizing the simpler 2D OGM representation instead of more computationally expensive 3D collision checking methods. Since our objective is to identify and avoid obstacles in close proximity to the robot along the taught path, this 2D representation suffices. Although this assumption may appear restrictive, we demonstrate that even in highly unstructured non-planar operational environments for UGVs, the manageable local perception errors allow for reliable collision checking.

**Assumption 3**  *The robot’s state estimate is accurate and available to query at any given moment.*

Assumption 3 builds upon Assumption 1, assuming that as long as the robot remains within the safe place-dependant corridor, the planner will consistently have access to an accurate estimate of the robot’s current state when interacting with the navigation system. This is accomplished by utilizing the last known state of the robot with respect to the localization system and extrapolating the state forward in time using a constant velocity model, if necessary.

In practice, within the VT&R3 framework, the localization system provides frequent updates at the rate of the LiDAR (often 10 Hz or better), reducing the need for extensive extrapolation. By relying on this assumption, we can ensure that the planner operates based on reliable and up-to-date information about the robot’s position and velocity, allowing for precise and accurate path planning.
3.3.2 Batch Informed Trees

While the selection of path planner is arbitrary for the application of our extensions, we employ BIT* [74] as our baseline planner. BIT* is probabilistically complete, asymptotically optimal, and can be adapted to re-plan or rewire itself in the presence of moving obstacles similar to the Lifelong Planning A* (LPA*) algorithm [75], making it an ideal candidate for our current and future applications.

BIT* performs as follows. A Random Geometric Graph (RGG) with implicit edges is defined by uniformly sampling the free space around a start and goal position. An explicit tree is constructed from the starting point to the goal using a heuristically guided search through the set of samples. Given a starting state $x_{\text{start}}$ and goal state $x_{\text{goal}}$, the function $\hat{f}(x)$ represents an admissible estimate (i.e., a lower bound) for the cost of the path from $x_{\text{start}}$ to $x_{\text{goal}}$, constrained through $x \in X$.

Admissible estimates of the cost-to-come and cost-to-go to a state $x \in X$ are given by $\hat{g}(x)$ and $\hat{h}(x)$, respectively, such that $\hat{f}(x) = \hat{g}(x) + \hat{h}(x)$. Similarly, an admissible estimate for the cost of creating an edge between states $x, y \in X$ is given by $\hat{c}(x, y)$. Together, BIT* uses these heuristics to process and filter the samples in the queue based on their ability to improve the current path solution. The tree only stores collision-free edges and continues to expand until either a solution is found or the samples are depleted.

A new batch begins by adding more samples to construct a denser RGG. Had a valid solution been found in the previous batch, the samples added are limited to the subproblem that could contain a better solution. Given an initial solution cost, $c_{\text{best}}$, we can define a subset of states, $X_{\hat{f}} := \{x \in X | \hat{f}(x) \leq c_{\text{best}}\}$ that have the possibility of improving the solution. When the metric for the edge-cost computation is Euclidean distance, the region defined by $\hat{f}(x) \leq c_{\text{best}}$ is that of a hyperellipsoid with transverse diameter $c_{\text{best}}$, conjugate diameter $\sqrt{c_{\text{best}}^2 + c_{\text{min}}^2}$, and focii at $x_{\text{start}}$ and $x_{\text{goal}}$ [72].

A high level outline of the BIT* algorithm taken from the original work is shown in 3.3 for context.

![Figure 3.3: An illustration of the informed search procedure used by BIT* [74]. Start and goal states are shown as green and red dots, respectively. The current batch path solution is shown in magenta and is used to define the geometry of the black dashed heuristic ellipse that constrains the sampling volume of the sub-problem in each subsequent batch.](image)
The original implementation of BIT* is designed for shortest-distance point-to-point planning and is not customized for path following. In the remaining sections, we describe two modifications to adapt a generic sample-based planner for the desired path-following structure outlined in Chapter 1.

### 3.3.3 The Curvilinear Configuration Space

Our first extension adds natural path-following by using an orthogonal curvilinear planning domain [76]. A reference path is composed of a set of discrete 3 Degree of Freedom (DOF) poses $P = \{x_{\text{start}}, x_1, x_2, \ldots, x_{\text{goal}}\}$ with $x = (x, y, \psi)$ describing the Euclidean position and yaw. We define a curvilinear coordinate, $(p, q)$, representation of the path such that the $p$-axis, $p \in [0, p_{\text{len}}]$ describes the longitudinal distance along the path, and the $q$-axis, $q \in [q_{\text{min}}, q_{\text{max}}]$ is the lateral distance perpendicular to each point $p$ on the path. $q_{\text{min}}$ and $q_{\text{max}}$ describe the lateral place-dependant bounds of the curvilinear space at each segment of the path.

![Figure 3.4: Left: A reference path in Euclidean coordinates shown in red, with the longitudinal and lateral components extended in a grid. Right: The corresponding representation of the path in curvilinear coordinates.](image)

A change in distance between subsequent poses, $\Delta p$, is computed as

$$\Delta p = \sqrt{\Delta x^2 + \Delta y^2 + a \Delta \psi^2}. \quad (3.1)$$

An aggregated $p$ value is stored for each discrete pose in a pre-processing step up to the total length of the path, $p_{\text{len}}$. It is important to note that as part of (3.1), we incorporate a small term for changes in yaw along the repeat path tuned by a constant parameter $a$. This allows us to avoid singularities in the curvilinear coordinate space in the event of rotations on the spot by distinguishing between poses with identical positions but changing orientations. This insight combined with our strategy for handling singularities proves to be a major distinction between our method and other curvilinear coordinate planner implementations [77–79].

A key observation from this definition is that all paths in Euclidean space become straight lines in $(p, q)$ space, automatically handling paths that self-intersect without requiring waypoints. By storing the $p$ values associated with each Euclidean pose from the reference path, we can uniquely...
map an arbitrary curvilinear point \((p_i, q_i)\) to its corresponding Euclidean point \((x_i, y_i)\) by interpolating to find a pose on the reference path closest to the target point and applying some basic trigonometry.

While a unique map always exists from \((p, q)\) to Euclidean space, generally the reverse can not be guaranteed due to singularities. This proves to be problematic when considering the collision checking of obstacles. Our solution is intuitive: we run BIT* in \((p, q)\) space as normal, and perform all collision checks in Euclidean space by discretizing edges and mapping the individual points back to Euclidean space for query with the obstacle costmaps.

The full process for collision checking and converting points between the curvilinear planning domain and Euclidean space is shown in Fig. 3.5

**Collision Checking Process:**

**Converting Points to Euclidean:**

![Diagram](image)

Figure 3.5: An illustration of the proposed collision checking scheme using curvilinear coordinates. Given an edge in curvilinear space, we can perform a collision check by finely discretizing the line into points and converting each point to Euclidean space using some basic interpolation and trigonometry. We then perform a check to see if any of the points are located inside the current obstacle map, and return a boolean that determines if the edge should be created in curvilinear space.

After planning a successful path in \((p, q)\) space, we use this same unique map to convert the plan back to Euclidean space for tracking with the controller. It is worth noting that this process improves the smoothness of our solutions compared to Euclidean planners, as straight line edges in the curvilinear planner are inherently mapped back to curves in Euclidean space.

Using curvilinear coordinates for the planner configuration space provides several important advantages for path-following applications. It is obvious that the shortest-distance path solution in \((p, q)\) space will be the horizontal line connecting \((0, 0)\) to \((p_{\text{goal}}, 0)\). Consequently, this solution is equivalent to the nominal teach path and we can exploit this to satisfy Principle 1). As we know the form of this nominal solution in advance we can generate a small subset of pre-seeded samples in
BIT* during each batch on the $p$-axis. This has the effect of accelerating the BIT* convergence, as if there are no obstacles, BIT* will immediately find the nominal solution without having to process the random samples in the space.

Second, as we plan longitudinally along the reference path, it is impossible to ever plan a path that shortcuts the reference, thus satisfying Principle 2).

A final positive by-product of the curvilinear configuration space is the fact that straight lines in $(p, q)$ space generally convert to smooth curves in Euclidean space. This implies that that after converting the BIT* result to Euclidean space, we will have a relatively smooth path to serve as the target for a tracking controller.

In the following subsection we explore how we can exploit the simplified geometry of the curvilinear coordinate planning domain to derive a more sophisticated laterally weighted edge-cost metric for BIT*.

### 3.3.4 Laterally Weighted Batch Informed Trees

Consider the 2D Euclidean planning problem where the teach path is composed of a path connecting $x_{\text{start}}$ to $x_{\text{goal}}$. The usual cost of an edge connecting two arbitrary points in space $(x_1, y_1)$ to $(x_2, y_2)$ can be expressed generally as the length $c_{21}$:

$$c_{21} = \int_{x_1}^{x_2} \sqrt{1 + \left( \frac{dy}{dx} \right)^2} dx.$$  \hfill (3.2)

For our work, we incorporate an additional coefficient such that the cost of an edge increases as the lateral $y$ deviation over the length of the edge grows, scaled by a tuning parameter $\alpha$:

$$c_{21} = \int_{x_1}^{x_2} (1 + \alpha y^2) \sqrt{1 + \left( \frac{dy}{dx} \right)^2} dx.$$  \hfill (3.3)

For a straight line, this integral becomes

$$c_{21} = \left(1 + \frac{\alpha (y_2^3 - y_1^3)}{3(y_2 - y_1)}\right) \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2}. \hfill (3.4)$$

As $\Delta y$ approaches zero (horizontal edges) we have

$$\lim_{\Delta y \to 0} \left(1 + \frac{\alpha (y_2^2 - y_1^2)}{3(y_2 - y_1)}\right) \sqrt{(x_2 - x_1)^2 + (y_2 - y_1)^2} = (1 + \alpha y^2)|x_2 - x_1|, \hfill (3.5)$$

where $y_1 = y_2 = y$.

In (3.4) we obtain the Euclidean distance metric scaled by a coefficient to apply a penalty for lateral path deviation. This edge-cost metric plays a significant role in shaping the output of path planners, particularly in the context of path following. To illustrate its impact, we consider the scenario depicted in Fig. 3.6. In this example, the robot begins deviated from the intended path...
while attempting to follow the horizontal red reference line. Two distinct strategies emerge as potential extremes.

![Figure 3.6: A comparison of path-following strategies given a reference path to follow (red). One low energy approach is to follow the line of shortest Euclidean distance (green). A more aggressive, but potentially safer strategy is to minimize the cumulative lateral deviation from the reference (blue). In practice, we argue that a hybrid approach is most desirable (black).](image)

The first strategy (green) involves the robot taking the shortest Euclidean path to reach the final goal quickly and efficiently. However, we contend that this option is undesirable due to the considerable distance and time spent far away from the intended path. Alternatively, the second strategy (blue) aims to minimize lateral path deviation immediately by executing two abrupt rotations to swiftly realign with the reference path. Nevertheless, pursuing this extreme approach may lead to excessive rotational maneuvers and compromise efficiency.

We argue that the best solution lies between these two extremes. By fine-tuning the parameter $\alpha$ in (3.4), we can effectively adjust the planner’s behaviour to strike a better balance (black). When $\alpha \rightarrow 0$, the Euclidean distance metric dominates. Conversely, as $\alpha \rightarrow \infty$, the focus shifts to pure lateral minimization. In our practical experiments, we have found that setting $\alpha$ to 0.5 strikes a desirable middle ground, encapsulating the benefits of both strategies.

While this edge-cost metric as defined works in this simple example of a straight-line path, the result is difficult to generalize when considering arbitrarily complex reference paths in Euclidean space. In curvilinear space, however, all reference paths become horizontal lines on the $p$-axis, allowing us to directly apply this idea for the edge-cost metric in BIT* by letting $y_i \rightarrow q_i$ and $x_i \rightarrow p_i$, respectively, in (3.4).

Before using this new metric in BIT*, we must first evaluate the influence of the edge-cost to the informed sampling region that constrains the RGG sub-problem following an initial solution. Consider the estimated total cost, $\hat{f}(x) = \hat{g}(x) + \hat{h}(x)$, to incorporate an arbitrary sample, $x = (p, q)$, into the path solution in curvilinear coordinates as in Fig. 3.7.

The cost is

$$\hat{f}(x) = \left(1 + \frac{\alpha}{3}q^2\right)\left(\sqrt{(p - p_{\text{start}})^2 + q^2} + \sqrt{(p - p_{\text{goal}})^2 + q^2}\right).$$

(3.6)

If $x$ is to improve the quality of a current solution cost, $c_{\text{best}}$, we require that $\hat{f}(x) \leq c_{\text{best}}$. Rear-
Figure 3.7: The informed sampling domain, $X_f$, for the Euclidean distance edge-cost metric (blue ellipse), and the conservatively bounded laterally weighted edge-cost metric (black box) for $\alpha = 0.5$. Samples shown in red, were populated using rejection sampling and illustrate the true ‘eye-ball’ distribution of the informed sampling region. As $\alpha$ tends to zero, the domains coincide.

ranging the inequality, we have

$$\left( \sqrt{(p-p_{\text{start}})^2 + q^2} + \sqrt{(p-p_{\text{goal}})^2 + q^2} \right) \leq \frac{c_{\text{best}}}{1 + \frac{\alpha}{4}q^2} \leq c_{\text{best}}. \quad (3.7)$$

We note that the lateral scaling factor is always $\geq 1$ for all $q$ and that once again the left-hand term is simply the Euclidean distance edge-cost metric. This result implies that, conservatively, we could sample from within the informed ellipse defined by the usual Euclidean edge cost (no lateral penalty) as in [72], and the probabilistic path convergence guarantees will remain satisfied.

On the other hand, (3.7) indicates that the lateral penalty causes our true informed sampling region to become a denser subset within the original ellipse. While difficult to describe geometrically, we can visualize this region by randomly sampling from within the outer ellipse and rejecting points with heuristic costs, $\hat{f}(x)$, larger than the bounds. As shown in red in Fig. 3.7, we see the laterally weighted informed sampling region takes the shape of an ‘eye-ball’ and for this problem has significantly smaller volume than the Euclidean distance ellipse.

In practice, direct sampling from the eye-ball region is difficult and rejection sampling can be inefficient. However, it is possible to calculate the height of a conservative rectangle to bound the true informed sampling region and perform direct sampling from within the bounding box. Sampling from the smaller region increases the likelihood of generating sample points that improve the current solution in each BIT* batch, thereby enhancing the planner’s convergence rate compared to Euclidean BIT*. Additionally, paths generated using this method naturally prioritize reducing lateral deviation from the reference path during obstacle-avoidance scenarios.

By considering a sample on the boundary at the mid-point between the start and goal, $p_{\text{eye}} = \frac{p_{\text{start}} + p_{\text{goal}}}{2}$, we can compute the maximum height of the eye-ball, $q_{\text{eye}}$, by exploiting the fact that
the cost-to-come to this point, $\hat{g}(x_{eye})$, is exactly equal to $c_{best}/2$:

\[
\left( \frac{c_{best}}{2} \right)^2 = \left( 1 + \frac{\alpha}{3} q_{eye}^2 \right)^2 \left( \left( \frac{p_{start} + p_{goal}}{2} \right)^2 + q_{eye}^2 \right).
\] (3.8)

At the end of each batch of BIT*, we apply Pythagoras’ theorem solving (3.8) for $q_{eye}$, to conservatively approximate the informed sampling region for our weighted lateral edge-cost metric as the encapsulating rectangular bounding box shown in Fig. 3.7. We then perform direct sampling from this bounding box in our BIT* implementation and the algorithm proceeds as normal.

### 3.3.5 Teach & Repeat Integration

While the core of the planner is presented in Chapters 3.3.2 to 3.3.4, in this section we discuss a number of design modifications we make to both improve performance and tailor the planning algorithm for our specific VT&R3 application.

In a typical path-following problem set-up, you may only have access to a loosely constrained sparse set of key points along the reference path that you are trying to follow. This is sufficient to generate the curvilinear space and apply the methods presented in this work. In VT&R3 however, we have access to a dense collection of Euclidean poses that anchor our reference path at regular intervals and make the curvilinear configuration space well defined.

In an obstacle-free environment, it is true that BIT* will converge to the taught path in curvilinear space in a relatively short amount of time. The limiting factor is the generation of random continuous samples in the configuration space that fall exactly on the $q = 0$ axis. We can expedite this process significantly by initializing BIT* with a number of pre-populated samples on this axis. This allows BIT* to immediately find the optimal lowest cost solution that follows the taught path exactly during the first batch in a matter of milliseconds, even for paths of significant length (in excess of kilometers).

This modification also drives our second integration change. In the presence of obstacles, our focus and detection capability are primarily limited to the robot’s immediate surroundings. Therefore, sampling the configuration space within a sliding window, spanning from the robot’s current state to the upcoming path, is sufficient for finding obstacle collisions. By exploiting this insight, we can leverage the pre-seeded samples to promptly generate solutions for the entire path, while accounting for local obstacles. Consequently, the number of samples required to find a solution is significantly reduced.

Our final modification takes advantage of the sliding window implementation by adopting a more efficient planning direction: from the end of the path to the current robot state, rather than the conventional approach of planning from the robot towards the goal. This decision is based on the observation that the section of the path between the end of the path and the edge of our sliding window typically represents the largest portion of the planning tree. When re-planning becomes necessary due to the appearance of new obstacles, we can save valuable time by restoring only the relevant segments of the tree within the sliding window.
3.3.6 Tree Repair

During the planning process, it is common for the current plan to become invalid as new obstacles are discovered or existing obstacles move within the environment. In such cases, we are faced with two options: either restart the planning from scratch or rewire the existing solution to navigate around the new obstacles while preserving the processed tree to avoid redundant computations. In the interest of computational efficiency, we choose the latter approach. The full tree-repair process is illustrated in Fig. 3.8 for reference, and is subsequently explained in detail.

At the end of each planning batch, we have a spanning tree composed of interconnected vertices and edges distributed throughout the configuration space. This tree also includes a lowest cost path of adjoining vertices leading from the end of the path to the current state of the robot in curvilinear coordinates. To validate the solution, we convert this path to Euclidean space and perform collision checks through the connected branch of vertices using the process described in Chapter 3.3.3. If the path encounters no collisions with the observed local obstacles, we store the result for use in the navigation system. However, if a collision occurs, we take note of the cost-to-come value of the vertex immediately preceding the edge that leads to the collision.

Next, we proceed to prune the tree by removing any vertices and edges with larger cost-to-come values. These branches can no longer guarantee valid paths due to the presence of obstacles and their stored cost-to-come values now may be incorrect. Subsequently, we resample the configuration space using the default maximum admissible sampling heuristic region (i.e., the maximum corridor) since we no longer have an upper bound on the current solution cost and need to consider all possible options once again.

Although we lose the portion of the planning tree between the obstacle and the robot, we are able to maintain the portion of the tree between the end of the path and the local obstacle collision point. This segment generally represents the bulk of the tree and serves as one of the motivating factors for why we elect to plan from the end of path to the robot state.

3.4 Curvilinear Singularities and Corner Cases

Throughout this work, we have been operating under the assumption that converting continuous paths in curvilinear coordinates to Euclidean space is a seamless process, free from singularities and discontinuities. In the vast majority of scenarios, this assumption holds true. However, there are situations, particularly during sharp inside turns, where certain regions in the curvilinear configuration space can introduce problematic singularities, challenging the validity of our assumption. In this section, we delve into a detailed exploration of how we can adapt our planning algorithm to address this issue effectively.
1. Planner has found a valid solution around the obstacle

2. Dynamic Obstacle moves, and the tree is pruned of all nodes with cost-to-come larger than the last collision free vertex

3. Planner conservatively resamples the configuration space and finds a new solution

Figure 3.8: In this figure we illustrate the tree-repair process allowing us to handle moving obstacles.
3.4.1 Singularity Regions

To better understand the singularity problem, let us consider the toy problem depicted in Figure 3.9. Imagine a reference path in Euclidean space that consists of a straight line path that takes a sharp 90-degree turn to the right halfway through. In curvilinear representation, this path becomes a straight horizontal line. Now, if we attempt to follow a line with a fixed lateral offset from this initial path in curvilinear space and convert it back to Euclidean space, we will end up with the irregular path shown in Fig. 3.9b.

![Curvilinear Plan - Constant Lateral Offset](image1)

(a) Curvilinear plan with constant offset.

![90 Degree Reference Path - Euclidean Result](image2)

(b) Corresponding Euclidean reference path and planner result after conversion to Euclidean space.

Figure 3.9: In this figure we illustrate a toy problem to help conceptualize the curvilinear space singularity issue. Consider a red Euclidean reference path with a sharp 90 degree turn and its curvilinear straight line representation. In curvilinear space, if we wished to follow the reference path with a constant lateral offset of $d$ [m] we simply generate the black horizontal path solution in (a). After being converted to Euclidean space in (b), we find that taking this path results in an undesirable three-point turning behaviour.

While this path is technically valid, such behaviour is generally not desirable. The occurrence of this “three-point-turn” behaviour arises when the planned path in BIT* traverses the curvilinear space with a non-zero lateral $q$ component over regions where the reference Euclidean path exhibits excessive inside curvature. A common scenario where this can occur is when an obstacle is placed near the inside corner of a sharp turn, as illustrated in Fig. 3.10.

Although the occurrence of excessive curvature is typically manually avoided by the operator during the teach phase of VT&R3 due to the wear imposed on a large differential drive robot and struggles with localization accuracy, it is still important to address this issue comprehensively. Our proposed solution involves identifying these problematic regions during an offline pre-computation.
step. Then, during runtime, we modify our planning algorithm to naturally avoid these regions.

To define the singularity regions, we consider an arbitrary point in curvilinear space, denoted as \((p, q)\), with the corresponding projected Euclidean space point as \((x_p, y_q)\). The singularity regions can be described by the inequality

\[
q_{\text{max}}(p) \geq q > q_{\text{min}} ,
\]

(3.9)

where \(q_{\text{max}}(p)\) represents the maximum lateral bounds of the corridor defined by the reference path at each point \(p\), and \(q_{\text{min}}\) is defined as the distance to the nearest point on the reference path from the Euclidean point \((x_p, y_q)\). In other words, a curvilinear point falls within a singularity region if, when converted to Euclidean space, the \(q\) value does not match the distance to the closest Euclidean point on the reference path.

While defining the singularity regions is a straightforward task, discretizing the configuration space to compute the interior boundary (where \(q = q_{\text{min}}\)) is neither practical nor elegant. Instead, we can rely on another observation: these regions are closely linked to the curvature of the reference path, specifically the instantaneous Radius of Curvature (ROC). Our key insight is to notice that all points where \(q > \text{ROC}\) also satisfy the equality in equation (3.9). Although the ROC does not fully describe the singularity regions, it provides a promising starting point for our search. By pre-computing the ROC at each point \(p\) along the path using the reference path, we can expand along lines of constant lateral distance and test for condition \(q = q_{\text{min}}\) to be satisfied.

A typical plot depicting the ROC of a reference path is illustrated in Fig. 3.11, and Fig. 3.12 demonstrates how to generate the corresponding singularity region. To ensure tractability, we discretize the lateral and longitudinal directions with a resolution of 10 cm and conservatively approximate the singularity regions using a series of adjoining rectangles. We do not bother calculating the singularity regions outside of the maximum lateral boundary for our reference path as we never intend to plan in these regions. It is worth observing that for segments of the path with constant ROC, the singularity regions form symmetric trapezoids.
Figure 3.11: In this figure we show an intricate reference path in (a) and its corresponding curvilinear representation in (b). At each point along the path, we compute an instantaneous ROC, plotting the result in blue. Note that we clamp the ROC magnitudes at the maximum corridor bounds, $\pm \theta_{\text{max}}$ for readability.

Figure 3.12: In this figure we illustrate the generation of the curvilinear singularity regions. Using the ROC plot as a starting pot, we descretize the space laterally and expand from the ROC plot to the left and right along the $p$-axis, testing until condition (3.9) is invalidated. Eventually, we are left with the singularity region shown in (b).
3.4.2 Wormhole Generation

Now that we have a clear understanding of the singularity regions and how they appear in the planner, it is crucial to discuss how we can effectively avoid them. One possible approach would be to treat these regions as obstacles and prevent the planner from generating paths that pass through them. While this approach does work, it would eliminate the option of taking the inside corner to circumvent an obstacle on a sharp turn, as shown in Figure 3.10. However, it is clear in this example that taking the inside corner could still be the best choice. Therefore, solely relying on this approach should be avoided if possible.

An important insight we can exploit is that the boundary points of the singularity regions, denoted as \((p_l, q)\) and \((p_r, q)\) for the left and right boundary points of \(q\), respectively, correspond to the same Euclidean position after being converted using the process described in Chapter 3.3.3. The distinction is in their headings, which can vary significantly.

In other words, by traversing from the leftmost boundary point to the rightmost boundary point, we effectively have an edge that, when followed, executes a turn on the spot in Euclidean space. It is worth noting that the intermediate points along the fictitious edge created between \((p_l, q)\) and \((p_r, q)\) do not exhibit this continuous turning behaviour; only the boundary pairs possess this property. However, the length of the edge is indeed proportional to the amount of rotational offset between the two corresponding Euclidean poses and can be taken into account when planning.

This realization provided the intuition that instead of planning through the singularity regions we can try to leap past them. To achieve this, we introduce the concept of wormholes. In this context, a wormhole refers to pairs of vertices in the curvilinear planning domain that, when connected by the planning tree, enable teleportation across the singularity regions. Similar to pre-seeding the reference path with samples along the \(q = 0\) axis, we can also pre-populate several wormhole edges that serve as passageways, opening up the possibility of traversing inside corners during planning. An illustration of the pre-seeded wormholes for the previous reference path problem is depicted in Fig. 3.13 and we illustrate a planning example using wormholes in Fig. 3.14.

We do not wish to allow the planner to use these means of transporting the configuration space for free, however, as we recall that taking a path through a wormhole results in a plan that turns on the spot; a generally undesirable feature. As such we can impose a cost for these edges that is proportional to the amount of rotation that would be incurred and a tunable parameter that allows the user to adjust how willing they want the planner to be to take these passage ways. If a small turn on the spot behaviour yields a significant path cost reduction compared to a long outside corner path, then in some cases it may be acceptable to allow this behaviour.
3.5 Evaluation

3.5.1 Evaluation Strategy and Metrics

In teach-and-repeat applications, it is critical that when avoiding obstacles we limit lateral path error to best exploit the prior knowledge on terrain assessment. It is also important to maintain a similar sensor viewing angle throughout the trajectory for localization purposes. With these characteristics in mind, we propose two metrics to compare the relative quality of the path solutions produced over the course of our experiments. We compute the Root Mean Square Error (RMSE) for both the translation (lateral) and rotation (heading) components relative to the reference path over 15 m segments of obstacle interactions and average the result across all trials. In the context of this study, obstacle interactions refer to any event where a newly appeared obstacle (as identified by terrain change detection) causes the robot to deviate from the original reference path to avoid a collision.

The planner’s path convergence time is an additional crucial aspect to consider. Sample-based planners often depict this relationship by plotting the normalized solution cost against the computation time allocated to the problem. For an online local planning system, three specific target points from this plot hold interest:

1. *Time to Initial Solution:* This refers to the time required for a single batch of BIT* to be completed, acting as a measure for how swiftly the system can respond to environmental changes, such as the sudden appearance of an obstacle around a previously hidden corner or the movement of a dynamic obstacle. While the solution may be coarse at this stage, the ability to rapidly locate this starting point is crucial for maintaining effective control behaviour.
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Figure 3.14: In this figure we show a representative planning scenario using wormholes to find better path solutions. The obstacles, (grey), in Euclidean space were added manually in their distorted form to the \((p, q)\) space for visualization purposes only. We find that the use of wormholes allows us to generate paths that tightly hug obstacles, opting for turns on the spot to further reduce lateral path deviation. These turns on the spot allow us to generate safe-corridor constraints, (green), that the controller can use to smooth out the trajectory while maintaining collision avoidance properties.
2. **Time to 97% Convergence:** The time to 97% convergence represents the duration needed to reach a solution cost that is within 97% of the optimal solution cost. In practical terms, we approximate the upper bound cost by evaluating the solution generated by the planner after running for 100,000 samples. This metric provides insight into how quickly the planner can approach a nearly optimal solution, allowing for efficient trajectory planning.

3. **Time for Correct Homotopy Class Identification:** The time to identify the correct path homotopy class signifies the duration required to generate a path solution that belongs to the same homotopy class as the one defined by the converged path solution.

The latter criterion has more nuanced value, and a more detailed discussion of homotopy class theory is provided in Chapter 4 due to its relevance in the second of our MPC formulations. In short, the time to identify the correct path homotopy class can be considered the time it takes to find the globally optimal collision avoidance trajectory when applied to our architecture. For our purposes, it represents a measure of the typical motion planning lag for the online implementation.

We demonstrate the benefits of the lateral edge-cost metric by testing BIT* on several representative obstacle-avoidance problems, both with and without the proposed extensions. For fair comparison, we implemented our own C++ version of BIT* in accordance with [74], using parameters of 150 samples per batch and an RGG constant of 1.1. Our extended implementation, Lateral BIT*, uses the laterally weighted edge-cost metric (3.4) with $\alpha = 0.5$ and the rectangular approximation of the informed sampling region. All experiments were conducted on a Lenovo Thinkpad laptop with 11th Gen Intel(R) Core(TM) i7-11800H @ 2.3GHz. For the standard BIT* implementation, we can force the use of a pure Euclidean distance edge-cost metric by simply adjusting $\alpha = 0$, and switch to using the ellipsoidal sampling region described in [72]. Online robot experiments with the entire local obstacle-avoidance system are provided in Chapters 4 and 5.

### 3.5.2 Results

To study the influence of the new edge-cost metric in isolation, we posed a series of 10 simulated planning problems where the reference path is composed of a horizontal line 15 m in length on the $x$-axis, making the curvilinear and Euclidean path representations identical. We allow both versions of the algorithm to find converged path solutions connecting the starting pose to the goal and evaluate the solution both quantitatively and qualitatively. A representative example of the output paths and associated BIT* trees on one test problem is shown in Fig. 3.15.

In analyzing Fig. 3.15, we see some important differences in the exploration strategies of the two methods. Using our lateral edge-cost metric, BIT* tends to naturally generate smoothly curving solutions, spending the most time exploring paths near to the reference while balancing forward progress with reducing lateral error. In contrast, the standard BIT* algorithm settles on the direct shortest-distance solution. While efficient, in practice this path could be a higher-risk manoeuvre due to the additional localization and terrain-assessment uncertainty incurred when away from the
reference path. We calculate the RMSE metrics for both implementations and summarize the results in Table 3.1.

As we would expect, the use of our laterally weighted edge-cost metric considerably reduces the average lateral error with respect to the reference path from 25.50 cm to 9.83 cm. We also see a small improvement on the heading error, likely due to the fact the lateral planner tends to spend more time exactly following the reference path.

Regardless of path-following capability, real-time performance is crucial for the path planning module. In Fig. 3.16, we analyze the runtime performance and observe that our extended version of BIT* generally generates initial solutions and converges to an optimal result at a slower pace compared to the Euclidean version of BIT*. This outcome was anticipated based on the qualitative path results discussed in the previous section, where a higher number of samples per batch were required to generate the observed “weaving” plans. Intuitively, a high sample density is necessary to refine the smooth curves that are characteristic of our extensions, which leads to slower convergence.
Table 3.1: Path Planner Error Analysis For Simulation Experiments

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>Lateral RMSE [cm] (Lateral BIT*)</th>
<th>Lateral RMSE [cm] (Euclidean BIT*)</th>
<th>Heading RMSE [deg] (Lateral BIT*)</th>
<th>Heading RMSE [deg] (Euclidean BIT*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>8.52</td>
<td>26.80</td>
<td>29.46</td>
<td>35.71</td>
</tr>
<tr>
<td>2.</td>
<td>10.11</td>
<td>22.18</td>
<td>32.95</td>
<td>29.61</td>
</tr>
<tr>
<td>3.</td>
<td>9.75</td>
<td>24.73</td>
<td>30.25</td>
<td>34.74</td>
</tr>
<tr>
<td>4.</td>
<td>9.90</td>
<td>31.03</td>
<td>25.02</td>
<td>31.87</td>
</tr>
<tr>
<td>5.</td>
<td>7.16</td>
<td>22.61</td>
<td>23.80</td>
<td>25.39</td>
</tr>
<tr>
<td>6.</td>
<td>11.24</td>
<td>25.10</td>
<td>41.31</td>
<td>32.73</td>
</tr>
<tr>
<td>7.</td>
<td>10.81</td>
<td>26.79</td>
<td>29.11</td>
<td>35.42</td>
</tr>
<tr>
<td>8.</td>
<td>9.51</td>
<td>24.96</td>
<td>30.70</td>
<td>31.12</td>
</tr>
<tr>
<td>9.</td>
<td>8.90</td>
<td>27.03</td>
<td>27.74</td>
<td>43.67</td>
</tr>
<tr>
<td>10.</td>
<td>12.37</td>
<td>23.72</td>
<td>35.78</td>
<td>28.90</td>
</tr>
<tr>
<td>Mean:</td>
<td>9.83</td>
<td>25.50</td>
<td>30.61</td>
<td>32.92</td>
</tr>
</tbody>
</table>

![Euclidean BIT* vs. Lateral BIT* Compute Comparison](image)

Figure 3.16: In this figure we compare the compute characteristics of the Euclidean BIT* planner to the Lateral BIT* planner. We find that generally the Euclidean edge-cost metric converges faster with marginally higher early solution quality. However, it is important to recognize that for the key compute metrics that most heavily influence the performance our architecture, the initial solution time and the homotopy class identification time, Lateral BIT* performs comparably. This is in addition to the other advantages the Lateral planner holds in terms of desirable solution characteristics.

However, it is important to highlight that the differences in compute times are relatively small. Despite this, our Lateral BIT* implementation still manages to find initial solutions to challenging planning problems in just 17ms. Furthermore, it achieves convergence to approximately 97% of the optimal solution cost in just 233ms on average, ensuring the generation of smooth output paths in a
timely manner.

The true strength of our planner lies in its average time for correct homotopy class identification. This metric effectively measures the time taken by the planner to generate a solution that weaves through obstacles and can be continuously deformed into the optimal solution without colliding with obstacles. On average, our planner is able to identify these correct homotopy solutions in just 23 ms, which is nearly three times faster than the Euclidean planner can approach a converged solution suitable for tracking. As discussed further in Chapter 4, we leverage this homotopy class solution in our second MPC implementation to generate smooth optimal trajectories for obstacle avoidance that surpass the quality of solutions produced by direct tracking of more converged plans. Consequently, our motion planner is able to exhibit remarkable responsiveness, allowing it to promptly react to dynamic obstacles without explicitly planning in a temporal dimension.

While it is easy to see the desirable output path properties the lateral edge-cost metric encourages using straight-line reference paths, we can further exploit the curvilinear coordinate space to produce similarly smooth plans on more intricate reference paths. In Fig. 3.17, we initialize the planner on a complex path taken from real teach data that includes a variety of sharp curves, a path crossing, and several difficult obstacles. Despite the challenges, our planner is able to converge to a desirable solution using only a single goal and no intermediate waypoints. As Euclidean BIT* tends to generate solutions that traverse singularity regions in curvilinear space (this subsequently produces discontinuous Euclidean paths), we are not able to directly provide a comparison to this result.

Figure 3.17: Lateral BIT* planning in a curvilinear representation of the space (top) to find an obstacle-avoidance path solution in Euclidean space (bottom) along a complex reference path with many obstacles.
3.6 Summary

In this chapter, we introduced two key advancements in sample-based planning, enabling the transformation of a conventional point-to-point planner into one optimized for path following with local obstacle avoidance. By leveraging curvilinear coordinates and a novel laterally weighted edge cost metric, our planner excels in generating smooth paths from the robot to the path’s endpoint while prioritizing minimal lateral deviations from a predefined reference path. We discussed how these properties, along with other desired planner principles, align well with the requirements of robotics applications featuring a teach-and-repeat problem structure, such as VT&R3.

To demonstrate the benefits of our proposed planner, we conducted experimental comparisons against a state-of-the-art sample-based planner employing a Euclidean edge-cost metric. The results clearly indicate that our method produces more desirable path-following solutions while maintaining reasonable computation times. In the subsequent chapters, we will introduce the paired MPC for the motion planner and conduct a series of online experiments to further validate the system’s efficacy and robustness.
Chapter 4

Model Predictive Control Trajectory Generation

This chapter introduces the second major contribution of this work: a trajectory planning architecture based on MPC. Building upon the path planner presented in Chapter 3, our goal is to design a controller that can effectively execute the planned path on a range of robotic platforms. By employing MPC, we aim to complete an autonomous repeat objective while safely avoiding local obstacles in the environment.

4.1 Introduction

With the path planner providing a potentially viable solution, our focus shifts to the physical execution of the planned trajectory. The MPC-based trajectory generation approach serves as the bridge between the abstract path representation and the actual robotic platform, ensuring that the planned path is followed accurately and robustly. By integrating control algorithms into the planning process, we can adapt the trajectory in real time, accounting for dynamic factors such as robot kinematics, actuator limitations, and robot acceleration.

MPC is a control strategy that involves solving an optimization problem repeatedly over a finite time horizon. Unlike classical control methods that rely on predefined control policies or feedback laws, MPC operates by predicting the system’s future behaviour based on a dynamic model and optimizing control inputs to meet a given performance criterion. This predictive nature allows MPC to explicitly consider system constraints and adapt the control strategy in real-time, making it particularly well-suited for complex robotic tasks.

One key advantage of MPC is its ability to handle nonlinear and time-varying systems. By employing a model of the robot dynamics, MPC can accurately capture the system’s behaviour and make predictions about its future states. This predictive capability enables MPC to account for dynamic changes in the environment, such as variations in obstacle positions or disturbances, and adjust the control inputs accordingly. As a result, MPC exhibits robustness and adaptability, which
are crucial for reliable and responsive robotic control. Furthermore, MPC provides a systematic framework for incorporating various objectives and constraints into the control formulation. By formulating the control problem as an optimization task, MPC can find control inputs that not only achieve accurate tracking but also optimize other performance criteria, such as minimizing energy.

Additionally, MPC offers the advantage of inherent feedback control. As the system progresses over time, MPC solves the optimization problem repeatedly at each time step, generating updated control inputs based on the most recent system measurements. This feedback loop allows MPC to actively correct for errors and disturbances, ensuring accurate and responsive tracking performance. Compared to alternative control methods, such as Proportional-Integral-Derivative (PID) control or open-loop approaches, MPC excels in its ability to handle complex dynamics, incorporate constraints, and provide real-time adaptability. The predictive nature, flexibility, and feedback capabilities of MPC make it a preferred choice for path following and tracking tasks in various robotic applications, including autonomous navigation, mobile robotics, and unmanned aerial vehicles [80].

In the remainder of this chapter, we will delve into the details of the MPC framework and its integration with the path planner. We will explore the formulation of the cost function, constraints, and prediction models, all aimed at generating trajectories that safely avoid obstacles and safely complete the repeat task. Overall, the MPC-based trajectory generation component enhances the capabilities of the path planner, allowing us to seamlessly transition from path planning to trajectory execution. By combining the strengths of both approaches, we can achieve robust and adaptable robotic systems that can autonomously navigate complex environments and successfully accomplish repeat tasks while avoiding obstacles.
4.2 Related Work

Historically, Model Predictive Control (MPC) has been widely used in the chemical processing industry due to its ability to effectively handle multivariable control problems and accommodate external constraints with ease [81]. With advancements in computational capabilities over the past decades, the application of MPC, also known as Receding Horizon Control (RHC), has expanded to the field of mobile robotics. In its simplest form, the nonlinear kinematic model of a robot is employed to predict the robot’s motion over time based on a series of discrete input velocity commands. This predicted motion is then compared to a time-varying reference trajectory to calculate an error cost function. To efficiently solve the real-time MPC problem with practical forward simulation horizons, it is common practice, as demonstrated in [82], to linearly approximate the vehicle kinematics and formulate the problem as a Quadratic Programming (QP) task.

Researchers have made significant progress in extending the basic kinematic MPC formulation to incorporate full vehicle dynamics, going beyond the scope of linearized kinematics. Dong et al. [46] argue that neglecting system dynamics may lead to inconsistent predicted trajectories compared to those executed by the control module. Their work shows that in applications involving self-driving cars operating at speeds exceeding 20 m/s, incorporating vehicle dynamics in MPC yields superior tracking capability compared to using kinematics alone. Similar studies [83] have explored this analysis for non-holonomic robots that track trajectories at lower speeds more typical of off-road navigation. The research findings indicate that for velocities below 2.5 m/s, using kinematic models alone leads to only marginal tracking performance deterioration, suggesting that analytically and computationally efficient kinematic methods are suitable in certain applications.

When applying MPC to mobile robot control, it is crucial to consider several desirable constraints in the optimization process. Lindqvist et al. [47] utilize MPC for a six-degrees-of-freedom Unmanned Aerial Vehicle (UAV) and impose linear inequality constraints on the maximum control input range and rates of change to ensure feasible altitude stabilization within finite thrust. Furthermore, they model dynamic obstacles approaching the UAV as spheres and incorporate quadratic equality constraints to ensure that the UAV position remains outside the obstacle’s vicinity. Since the problem formulation is nonlinear and non-convex, they employ the Optimization Engine (OpEn) [84] to solve the optimization. Although the algorithm can be executed in real-time on a laptop, performing the optimization on-board the UAV is not feasible.

Hence, it is often desirable to transform the MPC optimization problem into a convex form, ensuring that every local minimum is also a global minimum. Dong et al. [46] apply a similar set of control input and obstacle constraints to a self-driving car. Additionally, they include lateral path constraints to confine the vehicle’s maneuvers within the boundaries of the road. Despite representing the obstacle constraints as non-linear and non-convex Euclidean distance functions, they successfully “convexify” them using a procedure that decomposes the constraints into the intersection of several subsets of smooth convex functions. By employing this method, standard convex interior point algorithms can be utilized to enforce the constraints, significantly reducing computation time compared to Artificial Potential Field methods employed by other researchers [45].
Our approach, as discussed in Chapter 3, utilizes a sample-based planner to address the challenge of solving tractable MPC problems in obstacle-dense environments. In our initial approach, we prioritize tracking the reference path generated by the planner while enforcing kinematic constraints to ensure a smooth trajectory, similar to other existing methods [85, 86]. This implementation is straightforward and effective in avoiding obstacles when the reference path is collision-free. However, a drawback of this method is that if the reference path is not explicitly kinematically feasible, it can lead to small tracking errors that may result in collisions. Unlike the comparable work done by Xu et al. [86] that requires a post-processing step to smooth plans, our planner naturally generates smooth trajectories, mitigating some of these limitations. Nevertheless, we propose a second alternative MPC architecture that addresses this issue by utilizing the planner to generate dynamic lateral corridor state constraints. The MPC then uses these constraints to generate trajectories that guarantee obstacle avoidance, as long as the constraints are maintained. We then compare this approach with the more commonly used direct tracking method.

Both of our MPC formulations are based on matrix Lie Group theory. Similar to the implementation by Teng et al. [87] and Chang et al. [88], we represent the robot’s state using the Special Euclidean Group \( SE(3) \), which allows us to encapsulate both the position and orientation of the robot in a single mathematical object. The \( SE(3) \) Lie Group has a well-defined structure that enables efficient optimization algorithms to be applied. By formulating the optimization problem directly on the \( SE(3) \) Lie Group, we can leverage specialized optimization techniques tailored to Lie groups, resulting in improved computational efficiency and more accurate solutions. Additionally, the \( SE(3) \) Group naturally incorporates constraints such as position bounds, orientation bounds, and velocity bounds into the control framework. Specifically, we exploit the ability of Lie Groups to generate highly generalized kinematic constraints, allowing our MPC to easily support a library of diverse robotic platforms.

Learning-based MPC has become popular in recent years, and has even previously been applied to teach-and-repeat applications. Ostafew [89, 90] developed a Learning-based Nonlinear Model Predictive Control (LB-NMPC) algorithm which can exploit the repeated path traversals to learn a hybrid kinematic and disturbance model. Disturbances are modelled using Gaussian processes, which are subsequently updated using experiences from previous trials to enhance the tracking capability. We opt not to employ learning MPC methods in our current work. These methods add an additional layer of complexity to the problem, and we aim to first establish the validity of the underlying obstacle-avoidance architecture.

The remaining sections of this chapter will describe the specific implementation details of our controllers and provide experimental evaluations.
4.3 Methodology

4.3.1 Tracking Model Predictive Control

In this section, we will delve into the mathematical formulation of our Model Predictive Control (MPC) schemes. To ensure generality and versatility across various robotic platforms, we adopt a representation that leverages matrix Lie Group theory, drawing upon established notation from Barfoot [91, 92]. This choice allows us to create an MPC framework that can seamlessly accommodate a wide range of vehicles, from 6 Degrees of Freedom (DOF) drones to differential drive unmanned ground vehicles (UGVs) and beyond. VT&R3 inherently supports navigation for diverse robot configurations. By formulating the control problem in a general manner, we enable the straightforward substitution of the robot’s kinematics without the need for extensive equation refactoring or altering the underlying control solution method. This flexibility proves advantageous as we seek to apply VT&R3 to different robot platforms, catering to their specific characteristics and requirements.

Given a robot in a moving coordinate frame $\mathbf{F}_{vi}$ with respect to a global frame $\mathbf{F}_i$, we define the generalized 6 DOF velocity vector $\mathbf{\varpi}$ in the moving frame as

$$\mathbf{\varpi} = \begin{bmatrix} \mathbf{v}_{vi}^T \\ \mathbf{\omega}_{vi} \end{bmatrix},$$

(4.1)

composed of the linear and angular velocity vectors, $\mathbf{v}$ and $\mathbf{\omega}$, respectively. The pose of the vehicle in the global frame is subsequently defined by the transformation matrix

$$\mathbf{T} \triangleq \mathbf{T}_{vi} = \begin{bmatrix} \mathbf{C}_{vi} & \mathbf{r}_{vi}^T \\ \mathbf{0}^T & 1 \end{bmatrix},$$

(4.2)

henceforth denoted as $\mathbf{T}$. By constraining the generalized velocity in (4.1), we can enforce different robot kinematic models using a projection matrix, $\mathbf{P}$, to isolate the non-zero components of $\mathbf{\varpi}$. In our specific application, we will be working with a unicycle model with only forward linear and angular yaw velocities $\mathbf{v}$ and $\omega$, respectively. However, it is clear to see that by specifying a different projection matrix, we can enforce alternative kinematic constraints. We make the following substitution in terms of a lower dimension velocity vector $\mathbf{u}$, such that

$$\mathbf{\varpi} = \begin{bmatrix} \mathbf{v} \\ 0 \\ 0 \\ 0 \\ 0 \\ \omega \end{bmatrix}^T = \mathbf{P}^T \mathbf{u},$$

(4.3)

where we have:

$$\mathbf{P} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix},$$

(4.4)

and

$$\mathbf{u} = \begin{bmatrix} \mathbf{v} \\ \omega \end{bmatrix}.$$
We wish to derive a model predictive controller to compute the optimal sequence of control inputs, out to a horizon of $K$ time steps with a period of $h$ seconds, to minimize the error between some reference path, $T_{ref,k}$, and the predicted trajectory of the robot. This path tracking task can be realized by solving the least squares optimization problem:

$$
\arg\min J(T, u) = \sum_{k=1}^{K} \ln(T_{ref,k} T_{k}^{-1}) T_{k}^{T} Q_k \ln(T_{ref,k} T_{k}^{-1}) + u_k^T R_k u_k
$$

s.t.

$$
T_{k+1} = \exp\left( (P^T u_k)^\wedge h \right) T_k, \quad k = 1, 2, \ldots, K
$$

$$
\begin{align*}
    u_{\text{min},k} & \leq u_k \leq u_{\text{max},k}, \quad k = 1, 2, \ldots, K.
\end{align*}
$$

Using Lie groups and notation adopted from Barfoot [91], our objective function (4.6a) aims to minimize the pose error between the trajectory we intend to generate and a reference trajectory, while simultaneously trying to minimize control effort. Equations (4.6b) and (4.6c) are our generalized kinematic constraint and actuation limit constants, respectively.

For the direct tracking control implementation, we obtain the reference poses at each time step $T_{ref,k}$ directly from the current densely discretized Euclidean BIT* solution that guides the robot from its current state to the path’s endpoint. To determine the reference poses along the trajectory for each time step, we interpolate poses from the current planner solution with a separation distance denoted as $p_{ref,k}$. This allows us to try to maintain a nominal desired path tracking velocity $v_{ref}$ such that

$$
p_{ref,k} = v_{ref} h k.
$$

The parameters $Q_k$ and $R_k$ can be tailored to the specific application, allowing adjustment of the relative importance of different tracking degrees of freedom. For example, the rotational components of the reference poses can be down-weighted to enhance positional path-following behaviour. Likewise, $u_{\text{min},k}$, $u_{\text{max},k}$, and $v_{ref}$ can be fine-tuned to suit the particular robot implementation. To generate the trajectory with the lowest cost, we solve this MPC problem over the horizon $K$. Following the standard MPC approach, we apply the first velocity command to the robot and subsequently
reinitialize the problem at each control loop request based on the latest available information.

This straightforward control approach is effective in practice, particularly when the reference trajectory is reasonably smooth and kinematically feasible. Our curvilinear BIT* approach proves helpful in this regard, as the conversion of the path back to Euclidean space naturally yields smooth curves. However, smoothness is not guaranteed in all cases. When the BIT* solution is not directly kinematically feasible, the controller is capable of smoothing out the resulting trajectory, albeit at the expense of introducing slight path tracking error. If this tracking error is not compensated for by inflating obstacles, it could potentially lead to collisions. We delve into this issue and its practical implications in greater detail through the course of our experimental evaluations in Chapter 5.

### 4.3.2 Homotopy Guided Corridor Model Predictive Control

To address the limitations of the direct tracking MPC approach, we propose an alternative architecture that provides a concrete guarantee on collision avoidance. Instead of blindly following the output of the path planner, which may not always be kinematically feasible, our approach involves directly tracking the taught path that is guaranteed to be kinematically feasible. We then incorporate the planner solution into a hard spatial constraint within the MPC problem.

To understand our approach, it is crucial to discuss the concept of path homotopies. In an environment with obstacles between a robot and its goal, the presence of obstacles introduces different potential path homotopy classes. A path homotopy class represents a set of paths with common endpoints that can be continuously deformed into one another without intersecting any obstacles. In other words, paths belonging to the same homotopy class can be transformed into each other by smooth deformations while remaining obstacle-free.

The emergence of multiple homotopy classes creates local minima in the optimization problem, making it challenging to find the globally optimal solution. Each homotopy class is representative of a multitude of feasible paths through the obstacle-filled environment. However, not all paths within a homotopy class are equally desirable in terms of optimality or safety. Some paths may have shorter distances or smoother trajectories, while others may involve sharp turns.

To tackle this challenge, we draw inspiration from the work of Linigar et al. [49]. We utilize the planner’s solution to identify the most promising homotopy class among the set of possible paths. By considering the characteristics of the selected homotopy class, we define a series of lateral corridor path constraints that shape the MPC trajectory planning within a convex planning space. These lateral corridors serve as spatial constraints that guide the MPC toward a globally optimal solution for the trajectory planning problem.

By initializing the new MPC problem with the current path solution and optimizing the trajectory within the constrained convex space, we achieve three significant advantages. Firstly, by utilizing the collision-free BIT* solution to generate the corridor constraints, we decouple the MPC from the planner and ensure collision avoidance with a guarantee. As the MPC controller operates within these corridors, which effectively limit its motion to safe regions of the environment. Secondly, this approach allows us to work with rough initial solutions generated by the planner to
(a) Distinctive homotopy class samples. (b) Span of paths in a homotopy class.

Figure 4.3: In this figure we provide some examples to illustrate how homotopy classes are defined. In (a), we show six representative path solutions that each belong to unique homotopy classes due to the presence of obstacles. In (b) we show a subset of a distinct homotopy class that includes any and all paths with common endpoints that can be continuously deformed into one another.

define the corridors, rather than relying on well converged planner solutions for precise obstacle avoidance. As a result, our homotopy guided corridor MPC method has the potential to operate safely at higher robot velocities compared to the direct tracking approach. Lastly, as the reference poses are always selected from the originally taught path instead of the path planner solution, it is expected that the path-following error of the taught path will be improved marginally.

The revised MPC optimization problem is similar to Equation (4.6a), but now includes an additional lateral corridor constraint:

\[
\begin{align*}
\text{argmin } & J(T, u) = \sum_{k=1}^{K} \ln(T_{\text{ref},k} T_k^{-1})^\top Q_k \ln(T_{\text{ref},k} T_k^{-1})^\top + u_k^T R_k u_k \\
\text{s.t. } & T_{k+1} = \exp \left( (P^T u_k)^\top h \right) T_k, \quad k = 1, 2, \ldots, K \\
& u_{\text{min},k} \leq u_k \leq u_{\text{max},k}, \quad k = 1, 2, \ldots, K \\
& -d_{k,l} \leq 1_2^T T_{\text{ref},k} T_k^{-1} 1_4 \leq d_{k,r}, \quad k = 1, 2, \ldots, K
\end{align*}
\]

(4.8a)

(4.8b)

(4.8c)

(4.8d)

Here, \(1_i\) represents the \(i\)-th column of the identity matrix, with \(d_{k,l}\) and \(d_{k,r}\) denoting the maximum allowable lateral deviation at each point on the left and right sides of the path that define the path homotopy corridor. The values of \(d_{k,l}\) and \(d_{k,r}\) are computed on-demand by the controller and the process is outlined as follows:

Upon obtaining the curvilinear space representation of the desired reference pose from the latest BIT* solution, \((p_{\text{ref},k}, q_{\text{ref},k})\), in curvilinear coordinates, we construct two test edges extending from \((p_{\text{ref},k}, q_{\text{ref},k})\) to the maximum safe-corridor boundaries \((p_{\text{ref},k}, q_{\text{max}})\) and \((p_{\text{ref},k}, -q_{\text{max}})\), where \(q_{\text{max}}\) is the place-dependant maximum lateral boundary set by the user at each point along the reference path. We then perform collision checks on these edges using our standard procedure and set \(d_{k,l}\) and \(d_{k,r}\) equal to the lateral component of the last collision-free vertex along the discretized
test edges. This process is illustrated in Fig. 4.4.

Just as in the previous implementation, we adaptively select the reference poses in accordance with a desired nominal robot repeating velocity; however, now the reference poses, $T_{\text{ref},k}$, are selected directly from the teach path instead of the BIT* solution.

![Diagram of trajectory generation and corridors](image)

Figure 4.4: We generate a dynamic safe lateral corridor constraint (purple) using the current planner solution (blue). Given reference poses along the path, we collision check laterally in both directions, starting from the planner solution to the maximum place-dependent corridor bounds. If there is no collisions, the corridor is set to the maximum bounds. If there is a collision, the corridor is set to the vertex immediately preceding the collision point. We repeat this process for all reference poses and for each control loop.

### 4.3.3 Solution Method

Given the optimization problem defined in Equation (4.8a), our next step is to devise a method for effectively enforcing the series of box constraints related to the actuator limits and lateral corridor. To address this, we employ a technique known as the Barrier Method [93].

Using the Barrier Method, we can capture the effects of constraints of the general form $x \leq a$ and $x \geq a$ as a series of logarithmic penalty terms. This transformation allows us to convert the constrained optimization problem into an unconstrained problem that can be solved efficiently. The
A squared logarithmic barrier function for an arbitrary inequality constraint is written as

\[
x \leq a \rightarrow \beta \sum_{i=1}^{\dim(x)} \ln^2(a_i - x_i),
\]

(4.9)

\[
x \geq a \rightarrow \beta \sum_{i=1}^{\dim(x)} \ln^2(x_i - a_i),
\]

(4.10)

where \( \beta \) is a tunable scalar parameter to weight the influence of the barrier function. As the value of \( \beta \) decreases, the barrier function approaches zero for all states \( x_i \) that satisfy the inequality constraint. However, the barrier function rapidly tends towards infinity as the state variables approach the constraint boundary. By adjusting the value of \( \beta \), we can control the trade-off between satisfying the constraints and optimizing the objective function.

In practice, it is common to employ an iterative reweighting scheme to fine-tune the barrier parameters. Initially, a large value is assigned to the barrier parameters to heavily penalize violations of the constraints. The optimization problem is then solved iteratively, gradually reducing the barrier parameters in each iteration. This iterative process benefits from warm-starting, where the solution from the previous iteration is used as the initial guess for the current iteration. By carefully reducing the barrier parameters and avoiding abrupt changes, the optimization process converges to an optimal solution that balances constraint satisfaction and objective function optimization.

To apply Equations (4.9), and (4.10) to the velocity and lateral path constraints, we define the vectors \( \Phi_{vel}(u) \) and \( \Phi_{lat}(y) \) to augment the original cost function as

\[
\Phi_{vel}(u) = \begin{bmatrix}
\beta \ln(u_{max,1} - u_1) \\
\vdots \\
\beta \ln(u_{max,2K} - u_{2K}) \\
\beta \ln(u_1 - u_{min,1}) \\
\vdots \\
\beta \ln(u_{2K} - u_{min,2K})
\end{bmatrix}, \quad \Phi_{lat}(y) = \begin{bmatrix}
\beta \ln(d_{1,r} - y_1) \\
\vdots \\
\beta \ln(d_{K,r} - y_K) \\
\beta \ln(y_1 + d_{1,l}) \\
\vdots \\
\beta \ln(y_K + d_{K,l})
\end{bmatrix}.
\]

(4.11)

We define \( V \) and \( W \) as diagonal weighting matrices, so we may write the augmented version of the cost function (4.8a) in the lifted form:

\[
J(T, u, y) = \sum_{k=1}^{K} \ln(T_{ref,k} T_k^{-1})^T Q_k \ln(T_{ref,k} T_k^{-1}) + u_k^T R_k u_k \\
+ \Phi_{vel}(u)^T V \Phi_{vel}(u) + \Phi_{lat}(y)^T W \Phi_{lat}(y)
\]

(4.12a)

s.t.

\[
T_{k+1} = \exp \left( (P^T u_k)^T h \right) T_k, \quad k = 1, 2, \ldots, K.
\]

(4.12b)
Problem (4.12a) can be solved efficiently with a Gauss-Newton method by linearizing the problem at an operating point and applying small perturbations to the Lie Algebra to simplify terms. In practice, we solve the MPC problem directly using the Simultaneous Trajectory Estimation and Mapping (STEAM) engine [92], an iterative Gauss-Newton-style optimization library aimed at solving batch nonlinear optimization problems involving both Lie Group and Continuous-time components. STEAM is by no means the fastest way of solving these types of problems; however, it is convenient to work with for problems modelled in this form and allows us to maintain suitable control rates in excess of 30 Hz.

4.3.4 High-level Control and Speed Scheduling

In addition to the core MPC driving our motion planner, we incorporate an additional module to enhance the high-level behaviours of the controller. In the control problem as previously described, the MPC will attempt to follow the taught reference path while deviating from the path to avoid local obstacles as we desire. Nominally, the robot will repeat these paths at the user configured set-point velocity, $v_{\text{ref}}$, but using a constant reference velocity can introduce problems.

One challenge arises when the robot needs to navigate sharply turning paths. In such cases, maintaining the reference velocity while minimizing path tracking error becomes difficult. Moreover, when encountering curbs or challenging terrain, adhering to a fixed speed may cause large and abrupt movements for heavy and rigid vehicles. Additionally, while deviating from the path to avoid obstacles during a repeat, it is often advantageous to slow down to provide the planner and controller with more time to find optimal solutions and execute intricate trajectories.

To tackle these issues, we have developed an external module that dynamically adjusts the current set-point velocity ($v_{\text{ref}}$) in the controller. This module utilizes a range of criteria to determine the appropriate speed adjustments. By incorporating this speed scheduling component, we can adaptively modify the robot’s velocity based on the specific requirements and challenges encountered during operation. This allows for smoother navigation around tight turns, more controlled movements over uneven terrain, and enhanced obstacle avoidance-capabilities.

Motivated by the success of an early VT&R speed scheduling implementation [9], our module operates by integrating several path-dependant criteria, each proposing individual adjustments to the initial user-provided velocity set-point. These candidate set-points are then evaluated, and the scheduler conservatively selects the lowest velocity among them. Several useful speed scheduling criteria have been proposed, including:

1. **Planar Curvature**: This criterion regulates the speed at a given point on the path based on the curvature of the upcoming trajectory, $\kappa_{\text{planar}}$. Higher curvatures correspond to lower desired speeds, allowing for smoother navigation around sharp turns.

2. **Profile Curvature**: In addition to considering curvature in the ground plane, it is important to account for curvature in the vertical plane, denoted $\kappa_{\text{profile}}$. This criterion addresses rough terrain, bumps, and slopes, allowing the robot to adjust its speed accordingly.
3. **Proximity to the End of Path:** When approaching the end of the path, it becomes desirable to gradually reduce the vehicle’s speed. This adjustment allows the robot to navigate more precisely, allowing for accurate parking or reaching a specific location. In our implementation, the end of path variable, \( d_{eop} \), is equal to 1.0 when the robot is within 5 m from the end of the path, and 0.0 otherwise.

4. **Proximity to the Taught Path:** As the robot deviates laterally from the taught path, terrain and localization uncertainties tend to increase. In these instances, it is essential to drive slower and exercise more caution compared to when the robot is precisely following the path. The proximity of the robot to the taught path is taken directly from the lateral component of the curvilinear coordinate \( q_{robot} \).

5. **Proximity to New Obstacles:** The current minimum distance between the robot to nearby obstacles, \( d_{obs} \), plays a significant role in determining an appropriate velocity. As the robot gets closer to a newly discovered obstacle, it should drive more cautiously. This criterion accounts for quick replanning requirements in order to avoid potential collisions or occlusions as the robot’s viewpoint changes in close proximity to objects.

The first three conditions lend themselves to pre-computation since they are solely dependant on the path we aim to repeat. By calculating these values for any point along the path in advance, we can provide the end-user with an estimate of the expected velocity during the repeat. This assumes an obstacle-free scenario, which is the most common case. Conversely, the latter two conditions are computed online within the control loop as a preliminary step before formulating the MPC problem.

To determine the planar and profile curvatures, denoted as \( \kappa_{planar} \) and \( \kappa_{profile} \) respectively, we apply a spline pre-processing step to the taught path to ensure smooth curvature variation. While it is feasible to schedule speed based on instantaneous curvature, we found that such a reactive approach did not perform well in preliminary tests. Instead, we assign curvature values at any given point along the taught reference path by averaging the curvature over the upcoming 5 m segment. This allows us to anticipate upcoming turns in advance, enabling us to initiate speed adjustments before reaching the turn. Moreover, this method compensates for curvature fluctuations that may occur along the path.

We propose candidate reference velocity modifications for each of the speed scheduling factors.
following the inverse square relationships

\[ v_{\text{ref,planar}} = \max \left( v_{\text{min}}, \frac{v_{\text{ref}}}{1 + \kappa_{\text{planar}}^2 \gamma} \right), \]  
\[ (4.13a) \]

\[ v_{\text{ref,profile}} = \max \left( v_{\text{min}}, \frac{v_{\text{ref}}}{1 + \kappa_{\text{profile}}^2 \delta} \right), \]  
\[ (4.13b) \]

\[ v_{\text{ref,eop}} = \max \left( v_{\text{min}}, \frac{v_{\text{ref}}}{1 + d_{\text{eop}}^2 \epsilon} \right), \]  
\[ (4.13c) \]

\[ v_{\text{ref,lat}} = \max \left( v_{\text{min}}, \frac{v_{\text{ref}}}{1 + q_{\text{robot}}^2 \zeta} \right), \]  
\[ (4.13d) \]

\[ v_{\text{ref,obs}} = \max \left( v_{\text{min}}, \frac{v_{\text{ref}}}{1 + \eta_{\text{obs}}^2} \right). \]  
\[ (4.13e) \]

These equations incorporate tunable weights, namely \( \gamma, \delta, \epsilon, \zeta, \) and \( \eta, \) allowing fine-tuning of the scheduler modules to meet user preferences. To ensure a minimum non-zero velocity set point in extreme cases, a configuration parameter, \( v_{\text{min}} \), is provided. We generate candidate modifications to the reference velocity set points, and then simply conservatively select the smallest value during the control loop as

\[ v_{\text{ref}} = \min \left( v_{\text{ref,planar}}, v_{\text{ref,profile}}, v_{\text{ref,eop}}, v_{\text{ref,lat}}, v_{\text{ref,obs}} \right). \]  
\[ (4.14) \]

In addition to the aforementioned control modules, we incorporate an extra safety layer in our high-level control system. Following the generation of the optimal sequence of control inputs by the MPC module, we perform a final collision check on the rolled-out trajectory. If this check detects a potential collision, we immediately halt the vehicle. In the vast majority of circumstances, this operation should never be triggered. However, there are situations where rapidly moving dynamic obstacles may pose a challenge for the controller to react and replan adequately. In such cases, this final module serves as a last-resort measure to prevent a collision. By implementing this safety layer, we prioritize the protection of the robot and its surroundings, ensuring a robust and reliable control system that can handle unforeseen obstacles or challenging scenarios.

### 4.4 Evaluation

#### 4.4.1 Evaluation Strategy and Metrics

We integrated our motion planning architecture into the existing VT&R3 codebase\(^1\) and conducted a series of online experiments to validate our approach. The experiments in this chapter were performed at the Experimental Proving Grounds on Canadian Forces Base Suffield using an Argo Atlas J8 electric differential drive robot in collaboration with Defence Research and Development Canada (DRDC). We run the LiDAR VT&R3 pipeline using a single Ouster OS1 LiDAR operating in 512x64 scan mode at 10Hz on a Lenovo Thinkpad T15 Gen 2 laptop with 11th Gen Intel(R)\(^2\)

\(^1\)Code at https://github.com/utiasASRL/vtr3
\(^2\)
As our motion planner is ultimately deployed in VT&R3, we dedicated time to validate the proposed controller implementations in typical teach-and-repeat scenarios without obstacles. This step ensured that our new control implementations could achieve similar performance characteristics to previous teach-and-repeat controllers under normal operating conditions, as encountering obstacles on the path is considered an outlier case. Hence, our initial set of experiments focused on analyzing the path tracking performance of both the direct tracking MPC controller and the homotopy guided MPC controller using similar criteria as Ostafew et al. [89]. Our ultimate objective while repeating the previously taught reference path is to minimize the total Root Mean Squared (RMS) lateral and heading errors while limiting the magnitude of the maximum lateral and heading errors that typically occurring during sharp turns in the path and may result in VT&R3 failures.

We assess our path tracking errors by utilizing two sources of information. Firstly, we calculate the lateral and heading RMS errors based on ground truth differential GPS data obtained using a Hemisphere dual GPS. Additionally, we utilize the internal VT&R3 relative localization system to compare the teach-and-repeat routes. While reporting tracking errors typically relies on GPS ground truth, it has been demonstrated that the VT&R3 LiDAR localization system consistently maintains high localization accuracy, with errors of less than 5.2 cm for lateral position and 0.3 deg for heading [21]. In comparison, the accuracy of the available GPS for these experiments ranges from 10-30 cm, depending on satellite availability. Therefore, we provide both sources of information for comprehensive comparison.
After evaluating the path tracking performance in obstacle-free scenarios at fixed velocities, we then introduce the speed scheduler into the architecture to assess its added value. In some applications, such as mining, lawn mowing, or route patrol, the time to complete the repeat may have more of a priority over perfect path following. In these instances, the speed scheduler excels, allowing you to complete a repeat objective in a shorter period of time while still maintaining reasonable path tracking errors. These experiments attempt to explore the trade-offs between these behaviours and demonstrate how the speed scheduler enabled us to achieve the best of both worlds.

Having examined the intrinsic path tracking properties of our controller in this section, the subsequent chapter will focus on presenting the primary experiments related to local obstacle avoidance, serving as the central focus of our work.

4.4.2 Results

Path Tracking Performance

In the initial set of path tracking experiments, we manually drove the robot to teach a network of obstacle-free paths spanning approximately 1.5 km across the Experimental Proving Ground of the Suffield Research Centre in Alberta, Canada. The terrain predominantly consisted of open prairie, with scattered buildings and urban structures. The path teaching process took place in the morning, maintaining a speed of 1 m/s and encompassing a diverse range of trajectories, as depicted in the satellite view shown in Fig. 4.6.

![Figure 4.6: We evaluate our VT&R path tracking performance on the Experimental Proving Grounds at Canadian Forces Base Suffield, AB, Canada. The 1.5 km taught reference path is shown in red. The terrain composition was predominantly open prairie, with many small urban structures scattered throughout the taught path.](image)

In the afternoon, we repeated the entire path network using the direct tracking MPC introduced
in Chapter 4.3.1 and the homotopy guided MPC presented in Chapter 4.3.2, using a set reference speed of 1.25 m/s. In an obstacle-free environment, the distinguishing feature between these control architectures is the selection of the reference poses for tracking control. The direct tracking controller attempts to track the output path from the path planner, while the homotopy guided MPC uses reference poses from the taught path, subject to state constraints based on the output of the planner. Nominally, in an obstacle-free scenario, the path produced by the planner aligns perfectly with the taught path, resulting in identical reference poses. However, in practice, if the robot deviates from the reference path due to localization or tracking errors, the planned path may slightly differ in the segment near the robot as it guides the robot back to the path. In the homotopy guided MPC, the controller itself determines the optimal trajectory to compensate for these path-following errors, which we hypothesize will better suit the robot’s kinematics, in addition to potentially improving obstacle-avoidance capabilities.

The planner settings remained consistent with the offline experiments described in Chapter 3, employing $\alpha = 0.5$ and setting the number of samples per batch to 150. As for the controller, the tuning parameters were identical for both MPC implementations, utilizing a horizon $K = 20$ with each time step spanning 0.2 seconds. It is worth highlighting that the optimization weights of our MPC were initially established through experimentation on a Clearpath Robotics Grizzly differential drive robot and tested in significantly different terrain. These weights were kept fixed for this particular experiment to showcase the controller’s adaptability to various vehicles and environments.

Fig. 4.7 provides a comprehensive visualization of the lateral and heading error magnitudes along the length of the repeat using both variations of our controller. Analyzing the tracking error results with respect to the notionally more accurate VT&R3 localization estimates, we observe that for the majority of the route, the lateral and heading errors remain below 3 cm and 5 deg, respectively, for both proposed controllers. Occasional error peaks occur during sharp turns in the taught path, where, without speed scheduling, the controllers naturally prioritize maintaining a smooth trajectory and the configured repeat velocity over more precise tracking behaviour. Even in these unique and transient circumstances, the maximum tracking errors are kept below 18 cm and 15 deg for both control implementations.
Figure 4.7: A comparison of the lateral and heading path tracking errors between the direct tracking MPC and the homotopy guided MPC over a long obstacle-free repeat. We find that while heading errors are approximately consistent between the two methods, we see a small performance improvement in lateral path error when using the homotopy guided MPC.

Table 4.1 further supports the desirability of the repeat path trajectories by presenting the RMS errors across the repeat. The direct tracking MPC motion planner demonstrates impressive lateral and heading RMSE of 2.48 cm and 3.8 deg, respectively. On the other hand, the homotopy guided MPC achieves even further improvements with errors of 2.07 cm and 3.5 deg, respectively. As hypothesized, the homotopy guided MPC controller performs marginally better, especially when
Table 4.1: VT&R Path Tracking Error Analysis

<table>
<thead>
<tr>
<th>Controller</th>
<th>Lateral RMSE [cm] (GPS)</th>
<th>Lateral RMSE [cm] (VTR3)</th>
<th>Heading RMSE [deg] (GPS)</th>
<th>Heading RMSE [deg] (VTR3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracking MPC</td>
<td>12.27</td>
<td>2.48</td>
<td>5.46</td>
<td>3.81</td>
</tr>
<tr>
<td>Homotopy MPC</td>
<td>8.73</td>
<td>2.07</td>
<td>5.35</td>
<td>3.50</td>
</tr>
</tbody>
</table>

comparing the magnitude of peak errors, as the limitations of the direct tracking method become more apparent during these sharp turning scenarios.

Compared to previous implementations of VT&R controllers, our controller maintains similar tracking errors while repeating at over twice the velocity of previous experiments conducted by Ostafew et al. [89, 90]. This highlights the potential for the new controllers to directly replace the previous VT&R3 controller, even without considering the additional obstacle-avoidance capabilities evaluated in Chapter 5.

Speed Scheduler Evaluation

![Image of a reference path loop in a parking lot at Canadian Forces Base Suffield](image)

Figure 4.8: We taught a 350 m reference path loop in a parking lot at Canadian Forces Base Suffield and perform repeats at various speed profiles to see the influence of the proposed speed scheduler.

In the second controller experiment, we introduce the speed scheduler proposed in Chapter 4.3.4 to the architecture to investigate its impact. A new closed-loop path was taught at Canadian Forces Base Suffield consisting of roads and parking lot spanning a length of 350m. This path was chosen
to represent an autonomous patrol route, as shown in Fig. 4.8. To study the influence of the speed scheduler, we repeated the path multiple times at specific reference velocities of 1.5 m/s, 2.5 m/s, 3.0 m/s and 3.5 m/s. Testing beyond this point was deemed unsafe for the urban environment in which we conducted experiments. The planner and controller parameters from the previous set of experiments remained unchanged.

In the first set of speed trials, we deployed the best-performing controller architecture—the homotopy guided MPC, without the speed scheduler. We then conducted the experiments once more, this time incorporating the speed scheduler to modulate the reference velocity. The time taken to complete the loop and the RMS lateral and heading tracking errors were recorded using both differential GPS and the VT&R3 localization system and the results are reported in Table 4.2.

Table 4.2: Speed Scheduler Error Analysis

<table>
<thead>
<tr>
<th>Trial</th>
<th>Lap Time</th>
<th>Lateral RMSE [cm] (GPS)</th>
<th>Lateral RMSE [cm] (VTR3)</th>
<th>Heading RMSE [deg] (GPS)</th>
<th>Heading RMSE [deg] (VTR3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 m/s, No Scheduler</td>
<td>265.99</td>
<td>8.41</td>
<td>2.00</td>
<td>3.67</td>
<td>2.88</td>
</tr>
<tr>
<td>2.5 m/s, No Scheduler</td>
<td>180.84</td>
<td>8.81</td>
<td>3.27</td>
<td>5.09</td>
<td>3.71</td>
</tr>
<tr>
<td>3.0 m/s, No Scheduler</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3.5 m/s, No Scheduler</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>1.5 m/s, Scheduler</td>
<td>271.40</td>
<td>3.12</td>
<td>1.82</td>
<td>3.44</td>
<td>2.55</td>
</tr>
<tr>
<td>2.5 m/s, Scheduler</td>
<td>194.76</td>
<td>8.86</td>
<td>3.41</td>
<td>4.69</td>
<td>3.79</td>
</tr>
<tr>
<td>3.0 m/s, Scheduler</td>
<td>146.62</td>
<td>9.71</td>
<td>3.91</td>
<td>4.78</td>
<td>3.96</td>
</tr>
<tr>
<td>3.5 m/s, Scheduler</td>
<td>125.69</td>
<td>9.12</td>
<td>5.35</td>
<td>5.66</td>
<td>4.29</td>
</tr>
</tbody>
</table>

While the overall tracking errors remain consistent regardless of the use of the speed scheduler and gradually increase with higher target velocities as expected, it is important to note that this result alone can be somewhat misleading. The long straight sections of the path tend to be well-tracked at high velocities, regardless of the use of a scheduler. However, the most significant difference is observed during turns, where the curvature components of the speed scheduler effectively anticipates the turns and slows down the vehicle to improve manoeuvrability.

Without the speed scheduler, we could only successfully complete the patrol route repeat at a maximum speed of 2.5 m/s. Any attempt to exceed this reference velocity consistently resulted in loss of control and localization failures during sharp turns. This observation is supported by analyzing the lateral path error plot in Fig. 4.9. Both with and without the scheduler, the trend shows that peak lateral errors gradually increase as the speed increases. However, when employing the speed scheduler, these peaks are significantly reduced, enabling us to achieve a much higher successful repeat velocity. Compared to the somewhat high repeat time of 3 minutes and 0.84 seconds at 2.5 m/s without the scheduler, the speed scheduler allowed us to complete the path in just 2 minutes and 5.69 seconds, while maintaining a noticeably safer behaviour.
Figure 4.9: In this figure, we compare the maximum lateral errors, heading errors, and repeat completion time, both with and without the use of the speed scheduler. We see that the magnitude of the path tracking errors decreases considerably across the repeat speeds, allowing us to complete the repeat objectives safely and in a shorter period of time. With the speed scheduler disabled, the robot was unable to complete the repeat beyond 2.5 m/s as a result of losing control on a sharp turn.

Figure 4.10: The velocity profile at all points along the teach path while repeating with a set reference velocity of 3.5 m/s and the speed scheduler. We see the speed is regulated most dramatically early on in the path when the robot is in close proximity to surrounding vehicles and on the sharp corners with high curvature.
It is worth mentioning that the speed scheduler was originally tuned for nominal operating speeds of 1.25 m/s, and repeating at speeds exceeding 2.5 m/s is considered unusual in VT&R3. If a higher normal operating point is expected, the speed scheduler can be tuned to optimize its performance for these higher speeds.

4.5 Summary

In this chapter, we presented two controller implementations that complement our path planner and enable autonomous path following with local obstacle avoidance. Our first approach involves utilizing a tracking MPC controller that directly follows the planned path while incorporating various constraints. To enforce the kinematics on different robot platforms effectively, we formulate the problem using matrix Lie Groups and provide a solution method for these types of optimization problems. This approach proves to be straightforward and efficient; however, it does not provide a strict guarantee on collision avoidance. Hence, we introduced our second MPC approach, a path-following MPC with hard state constraints derived from the homotopy class of the planner solution. This enables us to avoid obstacles with a guaranteed level of collision avoidance.

To enhance the performance of the prospective MPC controllers, we integrate a custom speed scheduler that regulates the repeat speed based on a number of factors and then conduct a series of online experiments using a large all-terrain autonomous vehicle. Our goal was to replicate or improve upon the basic performance of previous teach-and-repeat motion planners. Through these experiments, we establish that our motion planner exhibits several desirable characteristics for teach-and-repeat applications, including reliability and minimal tracking errors. In the upcoming chapter, our attention turns to assessing the motion planner in scenarios requiring local obstacle avoidance to complete the teach-and-repeat objectives, where the primary advantages of our proposed architecture will become evident.
Chapter 5

Closed-Loop Obstacle Avoidance Experiments

5.1 Introduction

Our final set of experiments aims to assess the effectiveness of our entire system in real-world obstacle-avoidance scenarios. We successfully integrated our obstacle-avoidance architecture into the VT&R3 codebase and conducted extensive long-term autonomy tests in two diverse environments. These environments presented contrasting challenges: the first involved navigating a relatively flat prairie terrain with a simple single loop, while the second featured a more complex network of paths in a valley with varying elevations.

In each case, the robot was initially manually driven to teach an obstacle-free network of paths. Subsequently, various obstacles were introduced throughout the path network to obstruct the pre-defined routes. These obstacles were placed to simulate potential long-term changes that could occur along repeat paths. Through a series of experiments, we repeated the taught paths and analyzed the resulting trajectories produced by our two motion planning architectures. Ultimately, this investigation aimed to explore the suitability of these approaches in extending the long-term navigation capabilities of VT&R3 with local obstacle avoidance.

The experiments were performed in collaboration with DRDC, utilizing an ARGO Atlas J8 electric differential drive robot under identical configurations to those presented in Chapter 4. We deployed the LiDAR VT&R3 pipeline on a Lenovo Thinkpad T15 Gen 2 laptop equipped with an 11th Gen Intel(R) Core(TM) i7-11800H processor running at 2.3GHz, as illustrated in Fig. 4.5.

5.2 Evaluation Strategy and Metrics

In our evaluation, we emphasize the importance of obstacle-avoidance trajectories that strike a balance between minimizing lateral deviations from the taught path and ensuring smooth forward progress. This balance is crucial due to the prior knowledge we have about the taught path’s
collision-free nature, as verified by a human operator. By closely following the reference path, we maximize our chances of avoiding unforeseen obstacles and improve localization performance in VT&R3 despite perception uncertainties.

To assess the performance, we report the RMS lateral and heading errors obtained from both the differential GPS and the VT&R3 state estimation system during the repeat experiments. However, it is important to note that these values become subjective, as they are influenced by the size and density of obstacles encountered during each repeat. To address this, we propose a new metric called the “obstacle interaction” RMS lateral and heading error that focuses on a specific obstacle’s influence on path deviation. We define an obstacle interaction as the length of the path extending 5 m on either side of the obstacle. By comparing the obstacle interaction RMS error with the error in obstacle-free sections, we gain insights into the relative amount of path deviation caused by the planner to successfully avoid the obstacle.

Additionally, we consider the average maximum lateral deviation per obstacle interaction. This measure, when evaluated in the context of the lateral extent of the obstacle obstructing the reference path, provides an indication of how effectively the planner avoids obstacles while staying close to the reference path. We are particularly interested in observing the consistency of the maximum lateral deviation across obstacles with varying geometries.

When comparing the two motion planners, the direct tracking MPC and the homotopy guided MPC, we propose using the average robot path curvature as a metric to evaluate the relative smoothness of these approaches. Our rationale is that if both motion planners can maintain similar desirable lateral error characteristics during obstacle avoidance, the path with the lowest average curvature is likely to be more preferable in terms of energy efficiency. This consideration is related to our design choices and tuning parameter settings, as there is inherently a trade-off between generating smooth paths with minimal control effort and optimizing for minimal lateral path deviations and we hope to find a strong middle ground.

Finally, one of our most critical and intuitive metrics of interest is the obstacle-avoidance rate. This rate is calculated by dividing the number of successful obstacle interactions (those that are collision-free) by the total number of obstacles encountered on the route. It serves as a reliable indicator of the improvement in the long-term autonomy of the VT&R3 system, as our goal is to minimize the need for operator interventions during autonomous navigation, particularly under these difficult unanticipated obstacle-avoidance scenarios.

5.3 Experiment 1: Easy Scenario

5.3.1 Environment Setup

Our obstacle-avoidance experiments took place on the Experimental Proving Grounds of Canadian Forces Base Suffield, a vast isolated grassland area dedicated to military training and testing in Alberta, Canada. In this first experiment, we focused on a relatively flat section of the prairie and designed a large looping reference path spanning 304 m. This path simulated a patrol route within
an active exercise area, featuring scattered small urban structures. These structures, along with occasional moving pieces of equipment and debris, added variability to the path conditions. Prior to introducing obstacles, we repeated the route to establish a baseline for tracking performance, similar to the experiments conducted in Chapter 4.4.2.

Fig. 5.1 provides a satellite view of the terrain and the small patrol loop, as well as images depicting the representative terrain and the obstacles incorporated along the path. A total of 10 obstacles were placed sporadically along the loop, and we conducted 5 repetitions using both the direct tracking MPC architecture and the homotopy guided MPC. While the size and shape of the objects varied, the overall terrain exhibited a relatively uniform and planar nature, making it a suitable scenario for demonstrating the basic capabilities of the local obstacle-avoidance system in a controlled setting. To maintain consistency in evaluating the proposed motion planners, we excluded dynamic obstacles from this experiment, leaving their analysis for future work.

![Figure 5.1: We evaluate our local obstacle-avoidance system at the Experimental Proving Ground on Canadian Forces Base Suffield. In the first scenario, we taught a short loop on reasonably flat and open terrain. We then introduced a series of 10 obstacles (yellow crosses) to the reference path, forcing the robot to deviate from the teach path to complete subsequent repeat objectives.](image)

5.3.2 Results

Upon repeating the loop both without obstacles and with obstacles, we present the actual robot path relative to the taught reference path (as reported by GPS) across the loop in Fig. 5.2. The locations and sizes of the obstacles have been marked for reference, and some examples of obstacle interactions are provided in Fig. 5.3. In both the direct tracking MPC and the homotopy guided MPC implementations, the robot successfully completed the loop 5 times at a target reference speed of
1.25 m/s, achieving a 100% obstacle-avoidance rate. Throughout this experiment, the robot covered a cumulative distance of 1.5 km, navigating through 50 obstacles without any collisions or operator interventions. While both controllers accomplished our primary goal in this less challenging scenario, we will now delve into the relative differences and trajectory characteristics of the two methods.

![Experiment #1 Path Comparison (Projected): Easy Scenario](image)

Figure 5.2: A plot of the repeat trajectories overlaid with the teach path as reported by GPS ground truth. We see that the homotopy guided MPC solution (green), generally avoids obstacles with more consistent obstacle interaction profiles and with less overall lateral path deviation then the direct tracking approach (blue). None the less, both techniques were successful 100% of the time in avoiding the set of obstacles.

Both motion planners demonstrated a tendency to closely follow the reference path and smoothly navigate around obstacles. In obstacle-free segments of the path, the planner promptly realigned with the nominal reference trajectory. To assess the performance of the planners during obstacle interactions, we calculated the RMS lateral and heading errors for obstacle-free repeats of the environment, serving as a baseline for path tracking performance. For this particular path network, the direct tracking MPC achieved a lateral RMS error of 2.50 cm, while the homotopy guided MPC yielded a slightly lower error of 2.21 cm. Similarly, the baseline heading RMS errors were 4.5 deg and 4.0 deg, respectively, agreeing well with our previous Chapter 4 tracking error results.

Next, we recalculated the RMS error metrics specifically for the obstacle-avoidance interactions, focusing on the 10 m segments of the path centered around each obstacle. By comparing the tracking errors during obstacle interactions for each motion planner, we aimed to quantify their performance based on our design guidelines. We posit that achieving lower lateral tracking errors during obstacle
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Figure 5.3: Some typical obstacle interaction scenarios encountered along the reference path.

(a) Avoiding a large barrier  
(b) Direct Tracking MPC  
(c) Homotopy Guided MPC

Figure 5.4: In this figure, we compare the solutions of the two controller architectures over a representative obstacle-avoidance scenario with a barrier. The current planner solution (blue path) provides an initial path leading the robot around the obstacle and back to the reference path (red path). In (b), the direct tracking MPC produces a smooth trajectory (green path), to track the BIT* solution, however, due to infeasible kinematics in the planner solution, there is some tracking error that takes the robot dangerously close to the obstacle. In contrast, the homotopy guided MPC generates a tight and safe trajectory around the obstacle using a similar planner solution.
interactions implies a tighter trajectory that closely adheres to the initially taught path, thus better leveraging our prior terrain knowledge. As long as this trajectory remains collision-free and safe, we prefer it over excessively conservative obstacle-avoidance strategies. The results of the obstacle interaction analysis for one loop repetition of each controller are presented in Table 5.1. We provide the extent of the obstacle on the path for reference as this directly influences how far the robot must deviate from the path during an obstacle interaction and depends on both the size of the robot and obstacle. Our findings indicate that both controllers exhibit comparable performance in this aspect, with the homotopy guided MPC demonstrating a reduction in obstacle interaction errors compared to the direct tracking MPC, as anticipated.

Table 5.1: Obstacle Avoidance Error Table for the Easy Scenario

<table>
<thead>
<tr>
<th>Obstacle #</th>
<th>Extent [m]</th>
<th>Maximum Lateral Error [m]</th>
<th>Lateral RMSE [m]</th>
<th>Heading RMSE [deg]</th>
<th>Maximum Lateral Error [m]</th>
<th>Lateral RMSE [m]</th>
<th>Heading RMSE [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7</td>
<td>1.54</td>
<td>0.90</td>
<td>22.98</td>
<td>1.02</td>
<td>0.62</td>
<td>14.37</td>
</tr>
<tr>
<td>2</td>
<td>1.8</td>
<td>2.17</td>
<td>1.33</td>
<td>34.69</td>
<td>2.22</td>
<td>1.46</td>
<td>27.38</td>
</tr>
<tr>
<td>3</td>
<td>0.3</td>
<td>1.17</td>
<td>0.64</td>
<td>17.63</td>
<td>0.68</td>
<td>0.42</td>
<td>8.81</td>
</tr>
<tr>
<td>4</td>
<td>1.3</td>
<td>2.11</td>
<td>1.21</td>
<td>21.85</td>
<td>1.63</td>
<td>1.02</td>
<td>21.74</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>1.16</td>
<td>0.60</td>
<td>16.47</td>
<td>0.48</td>
<td>0.27</td>
<td>10.50</td>
</tr>
<tr>
<td>6</td>
<td>1.0</td>
<td>1.70</td>
<td>0.95</td>
<td>15.39</td>
<td>1.36</td>
<td>0.87</td>
<td>14.87</td>
</tr>
<tr>
<td>7</td>
<td>0.8</td>
<td>1.20</td>
<td>0.60</td>
<td>18.52</td>
<td>1.10</td>
<td>0.61</td>
<td>17.16</td>
</tr>
<tr>
<td>8</td>
<td>1.1</td>
<td>1.40</td>
<td>0.72</td>
<td>18.87</td>
<td>1.38</td>
<td>0.81</td>
<td>18.12</td>
</tr>
<tr>
<td>9</td>
<td>0.7</td>
<td>1.67</td>
<td>1.05</td>
<td>20.94</td>
<td>1.08</td>
<td>0.66</td>
<td>17.40</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>1.53</td>
<td>0.91</td>
<td>21.23</td>
<td>1.30</td>
<td>0.84</td>
<td>14.94</td>
</tr>
</tbody>
</table>

The obtained data aligns with our qualitative observations, affirming that the planner effectively avoids significant translation and rotation errors relative to the extent of the encountered obstacles, while avoiding any adverse effects on localization. Additionally, we consider the maximum lateral deviation per obstacle interaction as an informative metric. By examining the peaks of the lateral error magnitude plot along the path for both planners in Fig. 5.5, we find that, on average, the direct tracking MPC deviates laterally from the reference path by a maximum of $r + 0.675$ m with a standard deviation of $\pm 0.254$ m, while the homotopy guided MPC results in $r + 0.335$ m with standard deviation $\pm 0.048$ m. In this context, $r$ represents the lateral extent of the obstacle obstructing the reference path. Theoretically, the lower bound of this value should be exactly $r$ for collision-free avoidance, but knowing that our perception is not infallible and to ensure a small safety buffer, we introduce an obstacle inflation tuning parameter of 0.3 m, resulting in a slight expected offset. Notably, the homotopy guided motion planner is able to achieve maximum lateral deviation characteristics close to this bound and the small uncertainty in the measure is evident of consistent obstacle-avoidance behaviour across obstacles of varying sizes and geometries. In contrast, the direct tracking MPC tends to take a more conservative approach to avoiding obstacles, with less repeatability.
Figure 5.5: A comparison of the lateral path errors across the obstacle-avoidance repeats for the two proposed control architectures.

Figure 5.6: The maximum tracking error characteristics on an individual obstacle interaction basis.
Another aspect of comparison between the two motion planners is the average curvature of the robot trajectory across the repeats. Intuitively, the presence of obstacles leads to an increase in average path curvature, as the robot maneuvers to avoid collisions. However, we contend that minimizing the increase in path curvature during obstacle encounters is a desirable characteristic for the motion planner. As a baseline, we see that the obstacle-free average curvature of $0.093 \text{ m}^{-1}$ increases to $0.112 \text{ m}^{-1}$ for the direct tracking MPC and $0.105 \text{ m}^{-1}$ for the homotopy guided MPC, representing a 20.4% and 12.9% increase, respectively. These findings indicate that while the tracking errors during obstacle interactions are similar, the homotopy guided MPC produces more efficient and better optimized trajectories.

5.4 Experiment 2: Hard Scenario

5.4.1 Environment Setup

![Diagram of experimental setup]

Figure 5.7: We evaluate our local obstacle-avoidance system at the Experimental Proving Ground on Canadian Forces Base Suffield. In the second scenario, we taught a long and intricate route in the middle of a valley consisting of many elevation changes and diverse terrain. We then introduced a series of 11 obstacles (yellow crosses) to the reference path, forcing the robot to deviate from the teach path to complete subsequent repeat objectives.

For our second experiment, we conducted the tests in another section of the Experimental Proving Grounds at Canadian Forces Base Suffield. This time, we selected a more remote location situated in the basin of a valley, with a prominent research station structure at its centre. This setting allowed us to demonstrate the performance of VT&R3 and our motion planners in a complex, non-planar...
environment. In addition to the challenging terrain, the reference path we taught using VT&R3 presented greater difficulty for repeating. The path encompassed a complex loop that traversed the many slopes of the valley, featuring several self-intersections to comprehensively explore the surrounding area before returning to the starting point.

After repeating the obstacle-free reference path to establish baseline tracking data, we introduced a series of 11 obstacle interactions, similar to those in Chapter 5.3, onto the path. Fig. 5.7 provides a satellite view of the location, accompanied by sample images showcasing the obstacle interactions. We then repeated the path using both the direct tracking MPC and the homotopy guided MPC motion planning architectures, and evaluated the results based on our selected metrics.

5.4.2 Results

A comparison between the teach-and-repeat paths for both control schemes is provided in Fig. 5.10. In this experiment, a similar set of obstacles as in the easier terrain scenario were used, but with more challenging placement, necessitating complex trajectories within a more heavily constrained safe-corridor. Additionally, the presence of elevation changes obstructed the view of some obstacles along the repeat path until the vehicle approached close enough to clear occlusions, requiring faster replanning to successfully avoid obstacles. The total path length was 550 m, repeated 5 times for each motion planner, resulting in the robot encountering a total of 55 obstacles interactions over a cumulative navigation distance of 2.75 km.

In this more difficult test case, both motion planners successfully completed the repeats without explicit operator intervention. However, the direct tracking MPC exhibited minor glancing col-
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Figure 5.9: The taught reference path showcasing the large elevation changes across the loop as reported by GPS

Collisions with some obstacles, resulting in an obstacle-avoidance rate of 87.27%. In contrast, the homotopy guided MPC maintained a perfect 100% obstacle-avoidance rate. Specifically, the direct tracking MPC consistently collided with obstacle #1 and occasionally with obstacle #5. Obstacle #1 was a small wooden barrier, for which the path planner quickly converged to a highly optimized tight collision avoidance path. However, due to kinematic tracking errors, the robot struggled to precisely follow this path and ended up contacting the edge of the barrier. On the other hand, obstacle #5 was situated on a steep slope with limited visibility until the robot approached within 2 m of the obstacle. Consequently, the planner needed to react swiftly to re-plan around the obstacle, and occasionally, it was unable to generate a sufficiently converged solution in time to fully maneuver around the obstacle, resulting in a glancing blow.

In contrast, the homotopy guided MPC showed no issues while navigating the aforementioned obstacles. This likely can be attributed to the decoupled nature of the planner and controller, along with the capability to generate optimized trajectories by leveraging rough initial solutions from the planner. These characteristics enable rapid reactions to unforeseen obstacles. While the more successful obstacle-avoidance rates achieved by the homotopy guided MPC provide telling conclusions, the RMS lateral and heading errors for the obstacle interactions further corroborate the earlier observations made during the easier obstacle course.

The baseline obstacle-free path tracking errors were measured as 6.12 cm for lateral errors and 6.1 deg for heading errors in the case of the direct tracking MPC. Similarly, the homotopy guided MPC exhibited obstacle-free lateral and heading errors of 5.94 cm and 6.0 deg, respectively. It is worth noting that the tracking errors increased in the baseline obstacle-free repeats compared to those of the easier environment, likely due to the more challenging reference path trajectories and
We find that the trends from the easy scenario continue with the homotopy guided controller generating marginally more consistent trajectories with smaller lateral errors than the direct tracking MPC.

Figure 5.10: A plot of the repeat trajectories overlaid with the teach path as reported by GPS ground truth. We find that the trends from the easy scenario continue with the homotopy guided controller generating marginally more consistent trajectories with smaller lateral errors than the direct tracking MPC.
the rough in terrain composition. Following obstacle-free repeats, obstacles were introduced on the path and Table 5.2 reports the obstacle interaction RMS error metrics for the repeats.

In addition to achieving more reliable and safe navigation, we consistently observe that the homotopy guided MPC maintains or surpasses the quality of local obstacle-avoidance trajectories compared to the direct tracking MPC, particularly in minimizing lateral and rotational path errors. To further analyze the lateral deviations, we present an overlaid plot of the lateral path errors for both motion planners in Fig. 5.12. On average, the direct tracking MPC deviates laterally from the reference path by a maximum of $r + 0.484$ m, with a standard deviation of $\pm 0.158$ m, while the homotopy guided MPC results in $r + 0.309$ m, with a standard deviation of $\pm 0.052$ m. It is noteworthy that the trajectory characteristics of the repeated obstacle-avoidance paths maintain the trends observed in Chapter 5.3, where the homotopy guided MPC exhibits slight advantages in terms of the consistency of lateral deviations, despite the significantly different operating environment. Both motion planning solutions, however, generate qualitatively desirable paths that avoid obstacles while closely adhering to the reference path to complete the objective and exhibit consistent characteristics across a range of operating conditions.
Table 5.2: Obstacle Avoidance Error Table for the Hard Scenario

<table>
<thead>
<tr>
<th>Obstacle #</th>
<th>Extent [m]</th>
<th>Direct Tracking MPC</th>
<th>Homotopy Guided MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum Lateral Error [m]</td>
<td>Lateral RMSE [m]</td>
<td>Heading RMSE [deg]</td>
</tr>
<tr>
<td>1.</td>
<td>0.1</td>
<td>0.48</td>
<td>0.31</td>
</tr>
<tr>
<td>2.</td>
<td>0.1</td>
<td>0.52</td>
<td>0.38</td>
</tr>
<tr>
<td>3.</td>
<td>0.5</td>
<td>1.33</td>
<td>0.70</td>
</tr>
<tr>
<td>4.</td>
<td>0.1</td>
<td>0.49</td>
<td>0.40</td>
</tr>
<tr>
<td>5.</td>
<td>0.3</td>
<td>0.92</td>
<td>0.52</td>
</tr>
<tr>
<td>6.</td>
<td>0.3</td>
<td>0.78</td>
<td>0.40</td>
</tr>
<tr>
<td>7.</td>
<td>0.6</td>
<td>1.21</td>
<td>0.58</td>
</tr>
<tr>
<td>8.</td>
<td>0.7</td>
<td>1.26</td>
<td>0.69</td>
</tr>
<tr>
<td>9.</td>
<td>0.4</td>
<td>0.78</td>
<td>0.50</td>
</tr>
<tr>
<td>10.</td>
<td>1.0</td>
<td>1.40</td>
<td>0.81</td>
</tr>
<tr>
<td>11.</td>
<td>0.8</td>
<td>1.15</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Figure 5.12: A comparison of the lateral path errors across the obstacle-avoidance repeats for the two proposed control architectures.
When considering the average path curvature, we find further evidence supporting the superiority of the homotopy guided MPC over the direct tracking approach. With an obstacle-free average path curvature of $0.106 \, \text{m}^{-1}$, the direct tracking method results in a robot trajectory with a curvature of $0.123 \, \text{m}^{-1}$, while the homotopy guided method achieves $0.114 \, \text{m}^{-1}$. This corresponds to a change of 16.0% and 7.5%, respectively.

5.5 Discussion

In this chapter, we conducted a comparative analysis of two motion planning approaches in the context of obstacle avoidance in complex environments. Through a series of experiments on both easier and more challenging terrains, we evaluated the performance of the two controllers in terms of obstacle-avoidance rate, path tracking errors, lateral deviations, and path curvature. The results consistently demonstrated the slight benefits of the homotopy guided MPC over the direct tracking MPC. The homotopy guided MPC exhibited higher obstacle-avoidance rates, achieved lower lateral and rotational path errors, and maintained more consistent maximum lateral deviations across various obstacle sizes and geometries. Additionally, it generated paths with reduced path curvature, indicating more efficient and optimized trajectories. These findings highlight the effectiveness of the homotopy guided MPC in generating safe and efficient robot trajectories in a variety of unstructured environments.

While the direct tracking MPC does indeed offer a potentially viable motion planning solution, it is important to discuss the reasons for some of its shortcomings. In the direct tracking approach, the MPC attempts to track the current path solution from the planner, but it is possible that the current plan may not be well converged or smooth during certain control iterations, particularly early on when new obstacles are detected. Consequently, this leads to larger kinematic tracking errors that can manifest as glancing collisions as we saw in the more challenging test environment. While increasing the obstacle inflation parameter from our previous set point of 0.3 m can mitigate collisions, it also amplifies the lateral and heading errors, which is not desirable. Furthermore, when
the controller tracks an unconverged path solution, the robot may deviate further from the taught path until the planner finds a better solution, resulting in increased path curvatures and lateral errors that accumulate along the way.

In contrast, the homotopy guided MPC overcomes these limitations. As we are able to identify the correct homotopy class of the optimal solution nearly 10 times faster than we can find a converged path solution, the homotopy guided motion planner is able to more quickly adapt to obstacles, and generate optimal local avoidance trajectories further in advance from obstacles. Moreover, as the controller tracks reference poses directly from the taught path, the overall path-following performance is expected to improve. Lastly, as obstacles are taken into account directly as constraints, there is much less chance that collisions occur due to kinematic tracking errors (under the assumption of perfect obstacle detection).

Regardless of the control implementation selected, these experiments provide promising evidence for the efficacy of our proposed local obstacle-avoidance path planner. In each instance, our planner serves as the underlying guide, consistently generating robot path solutions that are ideally suited for teach-and-repeat applications, as well as generalized path-following tasks that prioritize maintaining proximity to a reference path. The outcomes of these experiments yield compelling evidence supporting the practicality and effectiveness of our proposed planner as a versatile tool for finding optimized robot trajectories in local obstacle-avoidance scenarios.
Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this work, we presented a local obstacle-avoidance architecture designed for path-following applications such as teach and repeat. By modifying a sample-based motion planner to use a laterally weighted edge-cost metric combined with a curvilinear planning space, we show how natural path following can be achieved that exploits prior knowledge of the terrain to avoid obstacles. Our method emphasizes reducing lateral deviations from a previously taught reference path, which is expected to offer increased safety during traversal. We then explored two different MPC architectures that leverage the current path planning solution to generate smooth robot trajectories and avoid local obstacles along the reference path.

The primary objective for this research was to expand the long-term navigation capabilities of a teach-and-repeat style architecture. By integrating our obstacle-avoidance system with VT&R3 we are able to complete repeat objectives through both gradual and spontaneous environmental changes over time. In Chapter 2 we discuss the challenges associated with this objective and explore the past literature of previous teach-and-repeat development to establish a set of guiding motion planning characteristics for our algorithm design choices.

Chapter 3 presents our most significant contribution, the sample-based path planning module. We describe the complete planning algorithm and demonstrate how specialized adaptations to traditional sample-based planners enable the generation of highly desirable real-time path solutions. Simulation analysis provide empirical evidence supporting the effectiveness of our approach. Our initial work in this chapter was published in the 20th Conference on Robots and Vision (CRV) [51], and was further expanded upon in this thesis. Chapter 4 delves into the details of our proposed control modules based on MPC. We present two main MPC implementations: the direct tracking approach, which directly tracks the path planner’s output while enforcing kinematic constraints, and the homotopy guided method, which formulates a constrained, convex sub-problem based on the current path planner solution, allowing the MPC to find its own globally optimal solution. A comprehensive evaluation of these architectures is performed in Chapters 4 and 5, revealing the superior reliability and minimal path-following errors achieved by the homotopy guided MPC, making
it the most promising technique for the VT&R3 application.

Although our presented experiments primarily utilize the ARGO Atlas J8 robot platform within the teach-and-repeat framework, we are pleased to report successful deployment of our motion planning algorithms on a Clearpath Robotics Grizzly robot running VT&R3 [51] and an autonomous boat for environmental monitoring that follows a global path composed of GPS waypoints [94]. These demonstrations highlight the versatility and generalizability of our approach across a wider range of robots and path-following applications.

6.2 Future Work

In this section, we discuss potential future directions to improve or extend upon the work presented in Chapters 3, 4, and 5.

6.2.1 Visual Teach & Repeat 3 Upgrades

Recovery Behaviours

The path planner generates solutions from the robot’s current state to the end of the desired path. However, this default behaviour may lead to issues in scenarios where obstacles are not detected until the robot is very close to them, such as blind corners. Under these conditions, the path planner will generate a collision free solution around the obstacle; however, it may require very rough kinematic trajectories to successfully execute. To address this, incorporating high-level “recovery behaviours” in the control scheme can be beneficial. For example, including a short backup operation of 1-2 m followed by replanning could allow us to generate safer trajectories around obstacles.

Perception Improvements

While the obstacle detection system used in this thesis relies on LiDAR change detection and a geometric approach, there is room for improvement. The system is sensitive to tuning parameters and tends to produce false positives that require the use of a temporal filter to remove. Unfortunately, this introduces delay to the system that impedes reactions to newly observed and dynamic obstacles. Furthermore, LiDAR occlusions and incomplete observations pose challenges in motion planning, requiring us to impose an obstacle inflation to compensate. Future work could explore the integration of deep learning techniques to enhance obstacle detection, potentially replacing or augmenting the existing perception stack in VT&R3. Learning LiDAR change detection directly could better leverage the teach-and-repeat structure to improve performance in challenging environments, such as dense vegetation, where typical single shot terrain classification methods tend to struggle to meet the accuracy requirements of a reliable off-road navigation systems.

Another limitation of the current change detection approach is its inability to detect long-term static structures that exist off the main path, but still constrain the size of the safe configuration space
and need to be considered. In our implementation, we address this issue by incorporating a user-labeled path-dependant maximum corridor width. This ensures that the planner remains within the corridor while avoiding other obstacles in tight scenes. However, to enhance safety measures, it would be beneficial to supplement this approach with a secondary, simple planar obstacle detection system using LiDAR. This additional module would then automatically fill in the gaps in the curvilinear domain corridor constraints, providing a more comprehensive and robust obstacle-avoidance strategy.

### 6.2.2 Dynamic Obstacle Avoidance

**Temporal Planning and Control**

While the proposed path planner does demonstrate responsiveness to dynamic obstacles, its reactive nature can lead to non-ideal trajectories as obstacles move and the optimal solution changes. To address this, incorporating temporal planning and control techniques can be beneficial. By anticipating the movement of dynamic obstacles, the planner can reduce the number of replanning cycles and collaborate more effectively with other dynamic agents.

Fortunately, the proposed motion planning architecture is well suited for this adaptation in future work. BIT* has been demonstrated to perform admirably in higher dimensional planning spaces [95], and it is likely that adding a temporal dimension to the curvilinear configuration space would scale well to real-time operation. Our collision checking scheme is also malleable to temporal collision checks. Currently, when we collision check our planning edges, we convert the curvilinear points to Euclidean space and query a 2D OGM. In a curvilinear space with a temporal dimension, the approach is the same, however in this case we propose the use of a so called Spatiotemporal Occupancy Grid Map (SOGM) [96] that can be queried in both time and space for collision checking. With a perception module designed to estimate the SOGM’s and a temporal axis in the planning domain, no other architectural or algorithmic changes would be required to accommodate this upgrade.
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